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Abstract—A series of analyses along with field validations that
evaluate efficiency, reliability, and capacity improvements of model-
centric distribution automation are presented. With model-centric dis-
tribution automation, the same model is used from design to real-time
control calculations. A 14-feeder system with 7 substations is con-
sidered. The analyses involve hourly time-varying loads and annual
load growth factors. Phase balancing and capacitor redesign mod-
ifications are used to better prepare the system for distribution au-
tomation, where the designs are performed considering time-varying
loads. Coordinated control of load tap changing transformers, line
regulators, and switched capacitor banks is considered. In evaluating
distribution automation versus traditional system design and oper-
ation, quasi-steady-state power flow analysis is used. In evaluating
distribution automation performance for substation transformer fail-
ures, reconfiguration for restoration analysis is performed. In eval-
uating distribution automation for storm conditions, Monte Carlo
simulations coupled with reconfiguration for restoration calculations
are used. The evaluations demonstrate that model-centric distribution
automation has positive effects on system efficiency, capacity, and
reliability.

1. INTRODUCTION

Distribution automation (DA) that uses existing system ca-
pacity more effectively, results in improved system efficiency,
maintains system reliability, and requires less financial invest-
ment is desirable. To these ends, two types of automation are
considered: automated switches [1] and coordinated control
[2].

DA design and the control calculations that run as part of
DA all use the same root model, with the goal that this root
model may be used to solve all analysis problems. This is
referred to herein as a model-centric approach to DA. With the
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model-centric approach, the same root model is used across
all functions—planning, design, training, real-time analysis,
and real-time control. The model is built and maintained from
many sources of data, including the geographical information
system, customer information system, load research statistics,
outage management system, weather data, supervisory
control and data acquisition (SCADA) historian, and SCADA
interfaces.

Many experts throughout the organization contribute to the
same model, and as the model is used more and more, the
integrity of the data associated with the model improve. The
present model represents a 14-feeder system with 7 substation
transformers. The base year model contains 2148 distribution
transformers and 21,991 customers, where all load measure-
ments of each individual customer are included in the analysis.
The 14-feeder system represents approximately 5% of the util-
ity’s entire system and is representative of the entire system. A
pilot system of this size is believed necessary to evaluate the
true effectiveness of the automated switches.

For both design and control calculations, the calculations
that run on the model make use of a year’s worth of customer
load data, where load estimates for a given hour and day of
the year rely on load research statistics [3, 4]. The control cal-
culations also make use of SCADA measurements, including
start-of-feeder measurements, automated switch and control
device measurements, fault indicator measurements, and fault
current measurements.

Advanced algorithms with analysis automation are helpful
to evaluate DA designs. Algorithms used here include hourly
load analysis for a 10-year period involving customer load
growth assumptions, reconfiguration for restoration with either
manual or automated switches, and Monte Carlo simulation
[5] analysis of the system under storm conditions. The overall
analysis involves millions of power flow runs, and automation
of the analysis process is a must.

To better prepare the 14-feeder system for DA, phase bal-
ancing and capacitor design are performed [6]. Both designs
were performed for and evaluated against the time-varying
load. Phase balancing is performed to provide a more balanced
capacity across the phases for use by the automated switching.
The capacitor design is performed to provide a more control-
lable system for use by the coordinated control. As will be
shown, both of these design efforts resulted in a more efficient
system that provides increased capacity and controllability,
where the capacity increases help reliability due to rapid re-
configuration.

Design against the time-varying load [7] is very important
to the results presented. Design for just peak load results in
a less efficient and less controllable system that provides less
balanced capacity and less total capacity.

SCADA data were used to validate the phase balanced
and capacitor design changes, where field measurements were
gathered prior to the implementation of the designs, and again,
field measurements were collected following the field imple-
mentation. Comparing the field measurements before and after
the implementation of the designs validates the value of the
time-varying designs and also helps to validate the model used
for the control calculations involving reconfiguration and co-
ordinated control.

Sixty-three automated SCADA switches were installed in
the 14-feeder system and placed under model-based control.
The intelligence for the automated switches comes from the
model-centric calculations. Because of this, it is possible to
use inexpensive automated switches that do not require field
programming. Substation contingency analysis that makes use
of a real-time reconfiguration for a restoration algorithm shows
that building a new substation can be delayed if the automated
switches are installed. That is, with the forecasted load growth,
the required reliability criteria could be met either with auto-
mated switches or with a new substation.

Analysis of 10 years’ worth of storm data revealed that
storms that affect the system could be categorized into six
storm types [8]. Monte Carlo simulations that analyze the sys-
tem under these six types of storm conditions and which make
use of a real-time reconfiguration for a restoration algorithm
are used in evaluating the automated switches. For a selected
storm type, the Monte Carlo simulations considered up to 6000
individual storm simulations, where storm response is com-
pared with and without the automated switches. Results from
this analysis shows that with automated switches, the storm
response could be shortened for all six types of storms. Thus,
customer power is restored quicker, and at the same time, the
storm response costs less.

The authors in [9] addressed the optimum selection of up-
grade automation in a distribution network and its effect on
reliability. In [10], an autonomous regional active network
management system (AuRA-NMS) technique was applied for
operational benefit existing especially of renewable resources.
The authors of [11] offered an advanced power distribution
system that can handle switching configuration to minimize
losses. In [12], decentralized reactive flow control was used to
help in the realization of advanced DA by optimally controlling
the switched capacitors of the system to maintain acceptable
voltage profile and minimize system losses. None of these
works in the literature investigated the impact of a model-
centric approach, nor did they consider the DA benefits of a
single model that can provide an efficient, reliable system with
cost benefits.

In the work here, detailed analysis is used to evaluate the
effects of smart grid investments on system efficiency, relia-
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bility, and capacity Also, field validation results are provided
to support the correctness of the analysis.

With the model-centric approach, the coordinated control
calculations use the same model as the automated switching
analysis. The coordinated control has three modes of control:
(1) conservation voltage reduction (CVR), (2) optimum feeder
efficiency, and (3) maximum feeder capacity.

This article is organized as follows. The effects of DA on
efficiency, reliability, and capacity are discussed in Section
2. The results of the studies, along with field validations, are
presented in Section 3. Finally conclusions are presented in
Section 4.

2. DA AND SYSTEM EFFICIENCY, RELIABILITY,
AND CAPACITY: DESIGN AND ANALYSIS

This section investigates how DA preparatory actions and DA
itself affect efficiency, reliability, and capacity. Analyses used
in the evaluations are described. Results from the analysis will
be described in the next section.

2.1. Efficiency

System efficiency is affected by phase balancing, capacitor
redesign, and coordinated control.

2.1.1. Phase Balancing.

Phase balancing involves moving a lateral from one phase to
another, in effect moving load around among the phases and
balancing phase current flows [13]. Phase balancing over the
time-varying load is considered as preparatory to DA. Bal-
anced loading across the phases provides an evenly distributed
capacity with which the reconfiguration can work. Further-
more, the balancing reduces losses and improves system effi-
ciency, releasing even more capacity that may be used to meet
reliability requirements during contingencies.

The phase balancing algorithm used here prioritizes the
phase moves, with the highest priority phase move providing
the greatest reduction in losses over the time-varying load, the
next highest priority phase move providing the next greatest
reduction in losses, and so forth. Typically, even with feeders
that have over 200 single-phase laterals, three phase moves are
sufficient to get more than 90% of the possible loss reduction.

2.1.2. Capacitor Redesign.

Capacitor redesign is also considered as preparatory to DA.
The term “redesign” is used because the existing system al-
ready had capacitors installed, but the existing capacitors had
been designed for peak load conditions [14]. Figure 1 shows a
feeder power factor plotted against hour of the year where the
capacitors were designed for the summer peak load condition.

FIGURE 1. Feeder power factor resulting from summer peak
design, where a negative percentage indicates a leading power
factor.

Note that the feeder operates close to unity power factor much
of the time during summer hours. However, the power factor
often goes leading, resulting in inefficient operation. Design-
ing against summer, winter, fall, and spring conditions can
result in overall improved operations. Note that phase balanc-
ing is performed before the capacitor redesign, since it often
affects capacitor redesign.

2.1.3. Coordinated Control.

Coordinated control of load tap changing transformers,
switched capacitors, and voltage regulators can improve feeder
efficiency [15]. Here the model-centric control algorithms run
in a hierarchical control architecture, illustrated in Figure 2,
where some of the local controllers have communications and
run under coordinated control, and some of the local con-
trollers operate by relying only on local measurements. In the
architecture, the model-centric control calculations are per-
formed at the higher hierarchical level, where measurements
from throughout the system are used in performing the calcula-
tions. The model-centric control layer updates local controller
set-points throughout the day to improve performance. If there

FIGURE 2. Hierarchical control architecture, where some lo-
cal controllers run under coordinated control and some local
controllers run with just local measurements.
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FIGURE 3. Representative automated switches design for two
feeders.

are no communications to a local controller, the model-centric
calculations will simulate the expected actions of the local
controller in calculating what the other controllers should do.
If communications are lost, then all local controllers continue
to work with the last received set-point, as long as no system
constraint violations occur. However, as long as the communi-
cations are working, the coordinated control can make better
decisions than local controllers operating independently with
limited knowledge of the system [2].

A major benefit of model-based, coordinated control is the
ability to switch control objectives; that is, coordinated control
can be used to achieve minimum losses on the distribution
feeder, or it can be used to implement CVR, or it can be used
to achieve maximum capacity under heavily loaded conditions
[16]. Another benefit of coordinated control is a reduction
of controller motion over local control [17]. Furthermore, as
new challenges emerge, the hierarchical model-based control
provides flexibility to deal with emerging challenges in a cost-
effective manner.

2.2. Reliability

There are 63 automated SCADA switches installed in the 14-
feeder system. Figure 3 illustrates the automated switch design
for two of the feeders, where each feeder has a midpoint re-
closer and three SCADA or automated switches. There is a
tie recloser between the two feeders. The midpoint recloser,
automated switches, and tie recloser are under the control of
the model-based reconfiguration for the restoration algorithm.

Thus, for the two-feeder system shown, there are nine section-
alizing devices under model-centric control. As will be shown,
this automation can have a significant effect on the reliability
of the system during both storms and contingencies.

2.2.1. Storm Restoration.

A Monte Carlo simulation is used to evaluate reliability bene-
fits available from automated switching during storm restora-
tion. The storm simulation consists of two basic parts that are
iterated as the storm simulation progresses. In the first part,
the Monte Carlo simulation fails and repairs components (i.e.,
based upon component-type storm failure and repair rates)
as the storm progresses [18, 19]. In the second part of the
storm simulation, failures that have just occurred are isolated,
and switching operations are used to restore power as much
as possible prior to completing the repairs [20]. In one storm
simulation, automated switches are not included in the model,
and only manual switching is used [21]. In a second storm
simulation, automated switches are included in the model, and
only automated switches are used in the restoration of power.
Comparisons of the performance of the manually operated
system versus the automated system are then performed.

Table 1 shows the different storm types used in the storm
simulations [8]. For each storm type shown in Table 1, two
Monte Carlo simulations are performed: one with just manual
switching operations and one where automatic switches have
been added to the system and are used in the storm response.

2.2.2. Substation Transformer Contingencies.

Automated switches do not increase the inherent capacity of
the system, but they do provide more rapid access to existing
capacity, which can help maintain reliability requirements with
load growth.

Details of the substation are shown in Fig. 4. Efficiency,
capacity, and reliability benefits that derive from the smart
grid investments are illustrated in the flow chart shown in
Fig. 5. The substation of interest is indicated by the star shown
in Fig. 6. The substation has eight feeders. Within the substa-

Storm types and descriptions T range (◦F) Wind speed (mph) Average length (hr)

H: high temperature, no strong wind MaxT > 80 WS ≤ 20 56
HS: high temperature, strong wind MaxT > 80 WS > 20 84
L: low temperature, no strong wind MinT < 32 WS ≤ 20 55
LS: low temperature, strong wind MinT < 32 WS > 20 146
M: moderate temperature, no strong wind MaxT ≤ 80, MinT ≥ 32 WS ≤ 20 35
MS: moderate temperature, strong wind MaxT ≤ 80, MinT ≥ 32 WS > 20 53

TABLE 1. Storm classification and parameters

MaxT : maximum temperature; MinT : minimum temperature; WS: wind speed
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FIGURE 4. Substation considered in substation deferral study,
where location of substation is indicated as pilot substation in
Figure 6.

tion there are two transformer banks: bank 1 and bank 2. The
normal rating for each bank is 42 MVA.

Access to the existing capacity of the system shown in
Figure 6 can be improved with automated switches, which
can help with meeting reliability requirements associated with
contingencies. Contingencies considered here are failures of

FIGURE 5. Smart grid analysis flowchart.

FIGURE 6. Fourteen-feeder system with substation of interest
highlighted.

substation transformers. For substation transformer failures,
there is a limit of 60,000 hr of customer downtime during the
first 24 hr of interruption. When a substation transformer fails
and this 60,000-hr limit is exceeded, then the system must be
upgraded to bring the hours of downtime below 60,000 [18].
Because each individual customer in the 14-feeder system is
modeled, hours of downtime can be calculated by the Monte
Carlo simulation by counting the number of customers without
power during each hour of the storm simulation.

When the substation transformer failure downtime limit is
exceeded, the classical solution is to invest in adding a new sub-
station. However, adding automated switches provides more
rapid access to existing capacity by moving the load around
among feeders, and this provides an alternative to the classical
solution for meeting reliability requirements with load growth.

2.3. Capacity Evaluation

Similar to system efficiency, system capacity is affected by
phase balancing, capacitor redesign, and coordinated control.
Three-phase capacity is limited by the highest loaded phase.
Phase balancing helps to increase the usability of the three-
phase capacity of the system, presenting a more balanced three-
phase system for use by reconfiguration for restoration. Better
capacitor redesign also helps to increase system capacity. It
is important that the capacity increases be maintained over
the time-varying load since the reconfiguration needs as much
capacity as possible for picking up load at all points in time.

The coordinated control considered here has a maximum
capacity mode [15]. Coordinated control makes better use of
system capacity than local control, especially during reconfig-
uration of the system. This is because the coordinated control
immediately responds to system reconfigurations by recalcu-
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Component type
Numbers for

14-feeder model

Primary overhead line 6027
Overhead line cutout 828
Overhead distribution transformer 2148
Overhead step transformer 14
Voltage regulator 1
Recloser 78
Switched capacitor 12
Fixed capacitor 16
Gang operated air breaker (GOAB) 45
Disconnect switches 286
Underground cable (primary) 2917
Underground distribution transformer 1292
Underground switches 32
Buses (transmission/distribution) 8
Transformer (transmission/distribution) 15
Breaker/switch (transmission/distribution) 8

TABLE 2. Component types and numbers

lating local controller set points. It should be noted that updates
to local set-points are not only needed because of loads being
switched from one feeder to another, but are especially needed
when a controller itself is switched from one feeder to another.

Quasi-steady-state power flow analysis is used to evaluate
capacity increases in the next section.

2.4. Smart Grid Evaluations and Benefits

Efficiency, capacity, and reliability benefits that derive from the
smart grid investments are illustrated in the flowchart shown
in Figure 5. A series of investments are evaluated here, where
the performance of an investment may depend upon previous
investments. The first investments considered are in phase bal-
ancing and capacitor replacement, and these investments affect
the efficiency and capacity of the system. These investments

FIGURE 7. Overall 14-feeder power factor for base case,
phase-balanced case, and capacitor design case across
8760 hours in year.

by themselves are not thought of as smart grid investments, but
these investments will leverage the performance of the smart
grid investments considered next. Phase balancing is consid-
ered before capacitor replacement, because phase balancing
can affect the size and location of the capacitors. A major bene-
fit that derives from these investments is reduced system losses.

The next investment considered is coordinated control,
where the performance of the coordinated control is improved
with a phase-balanced system with controllable capacitors in
good locations; that is, the performance of coordinated control
depends upon the previous work in phase balancing and ca-
pacitor replacement. Coordinated control affects the efficiency
and capacity of the system.

The final investment considered is in automated switching.
The performance of this investment is improved due to the
investment in coordinated control. This is because when the
system configuration changes, coordinated control will operate
controllable devices to achieve the best efficiency and more
system capacity if needed.

The investment in automated switching affects system relia-
bility. The improved reliability that comes from the automated
switching is due to more rapid utilization of existing system
capacity to restore power loss. Here the reliability evaluation
consists of two parts: improvements in major storm response
and improvements in contingency response. Due to the auto-
mated switching, much larger investments in new substations
can be delayed for significant periods of time, and expensive
operations that occur during storm response are shortened.

In summary, efficiency, reliability, and capacity are evalu-
ated in the smart grid investments considered here.

3. SIMULATION AND DISCUSSIONS

The system used for the evaluations is shown in Figure 6. This
system consists of 14 feeders supplied by 7 different substation
transformers. The location of the substation of interest for
contingency evaluations is shown in Figure 6.

The system has 7 load tap changers, 16 fixed shunt capac-
itors, 12 switched shunt capacitors, and 1 voltage regulator.
The voltage regulator has individual phase controls. Table 2
presents information related to substations, feeders, and com-
ponents in the system, including control devices.

The load on the system consists of residential, industrial,
and small commercial customers, totaling 21,991 customers
served by 2148 overhead distribution transformers. Each cus-
tomer and its load measurement are modeled.

3.1. Efficiency Evaluation Results

3.1.1. Phase Balancing.

Phase balancing that takes into account time-varying loads
was performed on the 14 feeders of Figure 6. A series of 8760
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FIGURE 8. Representative phase A (red), B (blue), and C
(green) current measurements at start of feeder for phase bal-
ancing validation, where time of phase balancing occurred late
on day 3.

quasi-steady state power flow runs (i.e., one for each hour of
the year) were then made on the test system of Figure 6 prior
to phase balancing, then a series of 8760 power flow runs was
made on the phase balanced system.

Figure 7 compares the system power factor that results from
the two quasi-steady-state power flow runs, where it may be
noted that the phase balancing design has a slightly higher
efficiency across all time points than the base case. It should be
noted that the feeders considered here are very short, around
5 miles long. Much longer feeders would typically result in
larger efficiency improvements from phase balancing.

Figure 8 shows a field validation of the phase balancing
operations [22]. Start-of-feeder phase current measurements
were recorded by a SCADA historian, and the current mea-
surements are compared prior to and after the phase balancing
operation. The plot covers several days of operation and shows
how the phase balancing operation affects the phase current
flows. From the plot, it may be seen that phase A current (red
curve in Figure 8) is getting back together with other phase
currents at the time when the phase balancing occurred.

3.1.2. Capacitor design.

Capacitor design is often performed for a single time point,
the peak. This can result in inefficient operation of the feeder
over much of the year, as illustrated in Figure 1.

Figure 9 shows how capacitor design performed for the
time-varying load can provide excellent efficiency throughout
the year. By comparing Figures 1 and 9, it may be seen that
there are significant efficiency improvements from the time-
varying design versus peak load only design.

Figure 7 shows the time variation of the 14-feeder system
power factor following the capacitor redesign. It may be seen
that there is a significant improvement in the system power
factor following the capacitor redesign.

Substation power factor measurements were made prior to
the capacitor redesign, and again following the field imple-
mentation of the capacitor redesign. Table 3 shows three such
measurements. From the measurements it may be seen that the
power factor measured at the transformer banks in the shown
substations increased following the redesign.

FIGURE 9. Feeder power factor with time-varying capacitor
design.

Substation
Transformer

bank
Power factor
before design

Power factor
after design

A 1 0.9620 0.9702
A 2 0.9347 0.9950
B 3 0.9759 0.9865

TABLE 3. Validation of capacitor design

3.1.3. Coordinated Control.

The coordinated control solution for minimum system losses
(efficiency mode) of the 14-feeder system is compared with
the coordinated control for the CVR mode solution, and results
are shown in Table 4. When the coordinated control works to
minimize the system losses, the system voltages run higher (to
minimize losses in power transmission) than when the coordi-
nated control works to minimize the operating voltage (while
still maintaining the voltage above the lower limit of 114 volts)
to reduce the energy drawn by the loads.

The results shown in Table 4 are based upon using a 1%
load-voltage dependency factor, where a 1% reduction in volt-
age results in a 1% reduction in current. An interesting obser-
vation from Table 4 is that the CVR mode results in a greater
transmission loss reduction, even though the feeder is running
at a lower voltage. This transmission loss reduction is attributed
to the smaller loads being supplied in the CVR mode. Thus,
raising the voltage, and decreasing the current flow, results
in reducing transmission system losses with a constant power
load but not necessarily with a voltage-dependent load.

3.2. Reliability Evaluation Results

3.2.1. Storm Restoration Evaluation Case.

In the Monte Carlo simulation, it is assumed that automated
switches can be operated instantaneously. For manual switch
operations and for a given failure, it is assumed that it takes 1 hr
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CVR mode Efficiency mode

Manual model MWHr supplied 376,099.30 376,099.30
Total losses (MWH) 5449.795 5449.796

Automated
model

MWHr supplied 365,177.04 373,240.30

Total losses (MWH) 5134.95 5182.38
Comparison Energy supplied reduction (MWHr) 10,922.26 2859.00

Loss reduction (MWH) 314.85 267.42
Energy supplied reduction (%) 2.90 0.76
Loss reduction (%) 5.78 4.91

TABLE 4. Comparison of coordinated control modes

to operate the first manual switch, and each additional manual
switch operation associated with the failure is assumed to take
15 min. These manual switch operation times were obtained
from utility operating experience and statistics.

Table 5 compares the results of the automated system (i.e.,
system with 63 SCADA switches) with the system with man-
ually operated switches for each of the storm types. In Ta-
ble 5, the number of hours that crews spend operating manual
switches for each storm type is shown for the manual system.
The crews do not spend any time operating switches in the
automated system.

Table 5 also shows the total customer outage hours for both
systems for each type of storm. It can be seen from the last col-
umn in Table 5 that the automated system provides significant
improvements in system average interruption duration index
(SAIDI) over the manually operated system.

3.2.2. Contingency Evaluation Case.

A comparison of customer downtimes that result from trans-
former bank failures is now considered. For the projected load
growth, the customer downtime for the system with manu-
ally operated switches will be compared to the system with
automated switches, where the automated switch design is il-
lustrated in Figure 3. Figures 10 and 11 illustrate the results
of the comparison for banks 1 and 2, respectively, where the
transformer banks of interest are shown in Figure 4.

The red lines in Figures 10 and 11 indicate the limit of
60,000 hr of customer downtime. The green lines in Figures 10
and 11 represent the hours of customer downtime as a function
of year for the manually switched system, where load growth
causes the customer downtime to increase from one year to the
next. The blue line is for the system with automated switches.
As seen from the figures, with the manually operated sys-

Manually switched system
Automatically

switched system

Type of storm
Average number of
failures per storm

Device switching
hours

Total customer
outage hours

Total customer
outage hours

SAIDI improvement
(%)

H: high temperature, no
strong wind

18 40 113,674 95,859 0.4051

HS: high temperature,
strong wind

96 213 874,317 745,988 2.9178

M: moderate
temperature, no strong
wind

27 60 103,662 60,925 0.9717

MS: moderate
temperature, strong
wind

74 168 531,059 431,580 2.2618

L: low temperature, no
strong wind

55 132 301,707 197,353 2.3727

LS: low temperature,
strong wind

173 403 2,812,471 2,623,756 4.2907

TABLE 5. Customer outage times and SAIDI improvements for different types of storms
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FIGURE 10. Reliability criteria comparison between manual
and automated switching performance for failure of existing
substation transformer bank 1.

tem, the reliability criteria are violated in year 2021 for both
transformer failures, whereas for the system with automated
switches, the reliability criteria are not violated until year 2028.
Also seen in Figures 10 and 11, between years 2014 and 2017,
the automated system results in approximately 10,000 fewer
hours of customer downtime than the manually operated sys-
tem. It may also be noted from Figure 10 that the automated
system results in 100% backup for bank 1 from 2014–2017.

Thus, the building of a new substation needed for meeting
the reliability criteria can be delayed approximately 7 years
with the automated system; in other words, smart grid au-
tomation can be considered as an alternative to starting the
construction of and investment in a new substation.

3.2.3. Capacity Evaluation Results.

Figure 12 compares the system capacity for year 2017 before
phase balancing and capacitor design were performed with the
system capacity after phase balancing and capacitor design
were performed, where system capacity is measured relative

FIGURE 11. Reliability criteria comparison between manual
and automated switching performance for failure of existing
substation transformer bank 2.

FIGURE 12. Remaining capacities and increase in capacity
before and after design.

to the highest loaded phase on each feeder. This is the phase
that would set the limit on the allowable size of new three-phase
loads.

The green curve in Figure 12 shows the difference in re-
maining capacity between the system that has been phase bal-
anced with capacitor design and the system without phase
balancing and capacitor design. From Figure 12, it is interest-
ing to note that the increase in capacity is larger during the
summer months (i.e., approximately hours 3600–5760), and
since this is a summer peaking system, the larger increase in
capacity occurs when it is needed the most.

The summation of the increase in capacity over all
8760 hours is 1845 MVA. The average hourly increase in
capacity for the system is 210 kW. This extra capacity can
be used for providing power to neighboring feeders during
contingencies.

4. CONCLUSIONS

In the present work, a detailed model of the system that in-
cludes every customer served by the system is used for both
design and real-time analysis and control, leading to a model-
centric DA system. Here the model is used to evaluate the
effects of investments made in DA and their value measured
in terms of system efficiency, reliability, and capacity.

In efficiency and capacity evaluations, time-varying phase
balancing and capacitor designs are considered as part of the
smart grid investments because they provide a more control-
lable system for coordinated control, and they also provide
greater three-phase capacity for automated switching opera-
tions. It is demonstrated that significant improvements in effi-
ciency can be obtained with time-varying designs versus peak
designs.

It is also demonstrated that significant increases in capacity
are also available from the time-varying phase balancing and
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capacitor designs. These capacity increases can provide greater
opportunities to aid the automated switching operations and
help improve reliability. An interesting observation from the
analysis is that the capacity increases were greatest when the
system load was the greatest, which is the desired result.

Coordinated control for maximum feeder efficiency is com-
pared with coordinated control for CVR mode. An interesting
result is that the CVR mode, with the lower average feeder
voltage, actually results in less loss in the feeders themselves.

In reliability evaluations, automated switches are consid-
ered from two perspectives: how they can aid in restoring power
more rapidly for storm restoration and how they can aid in ma-
jor contingencies by providing more rapid access to system ca-
pacity. In the storms considered here, with automated switches,
the field crews went directly to repairs and did not spend time
operating switches. With this approach there were more cus-
tomers without power while the crews were doing the repairs.
This is because there were approximately 12 times more man-
ual switches in the system than automated switches. However,
the crews were able to get the power restored faster in the au-
tomated system, and this resulted in overall less downtime for
the customers as compared to the manually switched system.

The reliability effects of automated switches were also con-
sidered on contingencies involving substation transformer fail-
ures. For the system considered here, it was demonstrated that
reliability criteria could be met for 7 years longer with the au-
tomated system. As a result, the building of a new substation
could be delayed.

For the 14-feeder system considered, the results show that
DA provides very positive benefits for system efficiency, reli-
ability, and capacity. As has been experienced in other indus-
tries, investments in system automation can lead to increased
production and performance.
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