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# ABSTRACT <br> DEVELOPMENT OF MODELS AND SOLUTION METHODOLOGIES FOR TREE OF HUBS LOCATION AND ARC CAPACITATED HUB LOCATION PROBLEMS 

Betül KAYIȘOĞLU<br>Ph.D. in Industrial Engineering Advisor: Prof. Dr. İbrahim AKGÜN

January 2022

In this dissertation, we study two different extensions to hub location problems, namely, Multiple Allocation Tree of Hubs Location Problem (MATHLP) that result from incorporating a tree topology requirement for the hub network and Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP) that result from imposing capacities on the arcs. We consider both problems in a multiple allocation framework and try to minimize total flow cost by locating $p$ hubs. Unlike most studies in the literature that use complete networks with costs satisfying the triangle inequality to formulate the problems, we define the problems on non-complete networks and develop a modeling approach that does not require any specific cost and network structure. Our proposed approach provides more flexibility in modeling several characteristics of reallife hub networks. We solve the proposed models using CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic. For MATHLP, we develop Benders decomposition-based heuristic algorithms and for MACHLP, we develop a heuristic algorithm based on simulated annealing. We conduct computational experiments using problem instances defined on non-complete networks with up to 500 and 400 nodes for MATHLP and MACHLP respectively. The results indicate that the proposed solution methodologies are especially effective in finding good feasible solutions for large instances.

Keywords: hub location problem, tree of hubs location problem, arc capacitated hub location problem, benders-type heuristics, simulated annealing

## ÖZET

# AĞAÇ YAPILI VE AYRIT KAPASİTELİ HUB YERLEŞİM PROBLEMLERİ İÇİN MODEL VE ÇÖZÜM METODOLOJİLERİNİN GELİȘTİRİLMESİ 

Betül KAYIŞOĞLU<br>Endüstri Mühendisliği Anabilim Dalı Doktora<br>Tez Yöneticisi: Prof. Dr. İbrahim AKGÜN

Ocak 2022

Bu tezde, ana dağıtım üsleri (hub) arasında bir ağaç topolojisi gerektiren Çok Atamalı Ağaç Yapılı Hub Yerleşim Problemi (AYHYP) ve ayrıtlar üzerinden geçen akışlara üst limitler getiren Çok Atamalı Ayrıt Kapasiteli Hub Yerleşim Problemi (AKHYP) çalışılmıştır. Her iki problemde de çoklu atama stratejisi kullanılmıştır ve $p$ adet hub yerleştirilerek toplam akış maliyeti en aza indirilmeye çalışılmışıır. Problemler için formülasyon geliştirilmesinde maliyetleri üçgen eşitsizliğini sağlayan tam serimlerin kullanıldığı literatürdeki birçok çalışmanın aksine, her iki problem tam olmayan serimler üzerinde tanımlanmıș ve özel bir maliyet ile serim yapısı gerektirmeyen bir modelleme yaklaşımı geliştirilmiştir. Önerilen yaklaşım, gerçek hayattaki hub serimlerinin çeşitli özelliklerini modellemede daha fazla esneklik sağlamaktadır. Önerilen modeller, CPLEX tabanlı dal ve sınır algoritması ve NoRel sezgiseli ile birlikte Gurobi tabanlı dal ve sınır algoritması kullanılarak çözülmüştür. AYHYP için Benders ayrıştırma tabanlı sezgisel algoritmalar ve AKHYP için benzetimli tavlama metoduna dayalı bir sezgisel algoritma geliştirilmiştir. AYHYP ve AKHYP için sırasıyla 500 ve 400 düğüme kadar tam olmayan serimlerde tanımlanan problem örnekleri kullanılarak testler gerçekleştirilmiştir. Test sonuçları, önerilen çözüm metodolojilerinin özellikle büyük örnekler için iyi çözümler bulmada etkili olduğunu göstermektedir.

Anahtar kelimeler: Ana dağıtım üssü yer seçimi problemi, ağaç yapılı ana dağttım üssü yer seçimi problemi, ayrıt kapasiteli ana dağıtım üssü yer seçimi problem, Benders ayrıştırma tabanlı sezgiseller, benzetimli tavlama
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## Chapter 1

## INTRODUCTION

Hubs act as aggregation, distribution, switching, and sorting centers in telecommunication, transportation, and computer networks where commodities (e.g., data, packages, etc.) are sent between many origin-destination (OD) pairs. In these networks, instead of sending flows directly between each OD pair, the flows are sent through hub facilities in at most three movements: collection from the origin to a hub, transfer between hubs, and distribution from the last hub to the destination (transfer movement may be skipped for some OD pairs). The transfer of consolidated flow between hubs enables to capture the economies of scale. Moreover, advantages resulting from reducing setup costs, centralized commodity handling, and sorting operations are obtained.

A generic Hub Location Problem (HLP) is concerned with determining the locations of hubs, allocation of supply and demand points to hubs, and determining the routes between OD pairs such that total cost is minimized. The research on hub location addresses different types of problems, e.g., $p$-hub median problem locates $p$ hubs and minimizes total transportation cost, p-hub center problem minimizes maximum transportation cost between OD pairs by locating $p$ hubs, hub location problem with fixed costs assumes that the number of hubs to locate is not known a priori and focuses on minimizing the sum of hub fixed costs and total transportation cost, and hub covering problem maximizes the demand covered with a given number of hubs to locate. These problems are also categorized as single allocation and multiple allocation. In single allocation problems, all the incoming and outgoing traffic of each node is routed through a single hub. In multiple allocation problems, each origin (destination) node can be allocated to more than one hub to send (receive) flows. For a comprehensive review of the problems, see, for instance, Alumur and Kara [1],

Campbell and O'Kelly [2], Farahani et al. [3], Contreras and O'Kelly [4], and Alumur [5]).

Akgün and Tansel [6] give a network terminology for HLPs that we will also use to further discussion. They specify five different different types of networks: (1) Realworld network (RealN): The physical network, e.g., road and rail networks, in which hub system will operate. (2) Modeled network (MN): The network used as an input in developing a model for the problem. MN is not necessarily the same as RealN but may be obtained from RealN through preprocessing. (3) Hub network (HN): The subnetwork of MN that consists of the hub nodes, non-hub nodes, and the arcs on the service routes between OD pairs. (4) Hub-level network (HLN): The subnetwork of HN consisting of the hub nodes and the hub arcs connecting them. (5) Access network (AN): The sub-network of HN consisting of the hub nodes, non-hub nodes, and access arcs that connect non-hub origin and destination nodes to hub nodes.

The models developed for HLPs in the literature assume that the modeled network MN is a complete network with arc distances (costs) satisfying the triangle inequality. If the real-world network RealN is not complete or complete but its distances do not satisfy the triangle inequality (e.g., bus fares) as is the case for most real-life networks, a preprocessing on RealN is required to construct a complete MN by an algorithm (e.g., Floyd [7]) that finds the shortest path lengths between all OD pairs in RealN. Thus, the resulting complete MN consists of the shortest path lengths in RealN and hence its distances satisfy the triangle inequality. That is, an arc in a complete $M N$ (and hence in a hub network HN) may actually correspond to a shortest path consisting of several arcs and not necessarily a single arc in RealN. Most studies do not differentiate between RealN and MN and directly assume that a complete MN with arc distances satisfying the triangle inequality is given. Even though this approach has gained acceptance, this may cause several modeling and computational disadvantages. For example, when the triangle inequality is not satisfied, the models do not work correctly (e.g., Marin et al. [8]). Moreover, the shortest path may not be preferred or may not be the path with the least cost in some cases, e.g., communication networks.

Akgün and Tansel [6] discuss these issues in detail and propose a problem setting and modeling framework that allows (non-complete or complete) RealN with any cost structure to be directly used as MN. They present the modeling framework in the context of the $p$-hub median problem defined on non-complete networks (RealN) and show how to extend it to handle different hub location problems. The approach provides
flexibility in modeling several characteristics of real-life hub networks, e.g., the interactions between location and routing decisions, arcs with different costs and capacities, different topology and service level requirements.

Considering the advantages resulting from the problem setting and modeling framework proposed by Akgün and Tansel [6], we study two different hub location problems, namely, Multiple Allocation Tree of Hubs Location Problem (MATHLP) and Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP), built upon the problem setting proposed by Akgün and Tansel [6]. In MATHLP, a tree topology requirement is imposed in the hub level network. In MACHLP, capacities are imposed on the arcs of the network. We consider both problems in a multiple allocation framework and try to minimize total flow cost by locating $p$ hubs.

### 1.1 Multiple Allocation Tree of Hubs Location Problem (MATHLP)

The Multiple Allocation Tree of Hubs Location Problem (MATHLP) imposes a tree topology requirement on the part of the network where the transfer between hubs is carried out, i.e., on the backbone or hub-level network, using multiple allocation strategy. Tree topology required for MATHLP on the HLN has been used or suggested for applications in railway transportation, telecommunication networks, electricity and water distribution networks, and pipeline transportation, where the connectivity between hubs is required but the setup costs for inter-hub links are significant. For example, a backbone network with tree topology is required in designing the high-speed train network in Spain with the stations being hubs [9]; in private data networks, metropolitan area networks, and community antenna television network systems in a hierarchical structure with concentrators (that aggregate and forward data packets) being hubs [10]; in gas pipeline networks with valve sets being hubs, which receive gas produced in wells through production pipes and transfer it to a station via gathering pipes [11]; in electricity power distribution networks with distribution substations being hubs [12]; in urban and public transport network with transfer points between cities and towns being hubs [13]. The aforementioned tree of hubs location studies consider single allocation framework and try to minimize the total fixed and flow cost. In this dissertation, we study tree of hubs location problem considering multiple allocation framework and minimize the total transportation cost.

As a motivating example for MATHLP, consider the problem of determining a public transportation network in a city where the nodes represent bus/rail stations and the arcs represent the roads/railways between bus/rail stations. The objective is to move the passengers from their origin stations to their destination stations such that the total transportation cost (e.g., travel time or operating cost) is minimized. There are different types of public transport networks, e.g., direct, trunk-and-feeder, radial, diameter, hybrid. [14]. In a trunk-and-feeder system, which is similar to the hub-and-spoke system, the demand on the feeder routes is served by small vehicles and combined on the trunk routes so that passengers from multiple feeder routes can all use a much larger trunk vehicle. The operating costs of large vehicles per passenger are lower than those of smaller vehicles. The trunk network, i.e., the back-bone network, has mostly a tree structure, e.g., a tram network and/or a road network with high-capacity buses operating with higher frequency along rapid transit corridors or paths. The stations on the backbone network that are incident to feeder lines are transfer points (hub nodes) where passengers change line. In a trunk-and-feeder system, a demand point is served by a single line and most passengers need to make two transfers, which is not desired by passengers. In this regard, a hybrid system where direct travel service between some OD pairs is made possible by allowing some bus lines to go beyond the trunk route as necessary. In such a case, these bus lines are required to pass through a transfer point on the backbone network for the passengers that need to change line. Moreover, more than one bus line may be planned to serve the same demand point (bus station) so that passengers can prefer the line closer to their destinations, i.e., multiple allocation. Most of the cities in Turkey operate such a hybrid public transport system. A tree-like backbone network is especially preferred in cities where the metro/tram system is still in its infancy. The metro/tram network is complemented by high-capacity buses operated on rapid transit corridors. In the context of public transportation, MATHLP allows us to determine the physical network including the tree-like trunk routes on which the flow of passengers is achieved with the minimum cost. The resulting network and passenger loads on the links may be used to determine bus lines and their frequencies in accordance with the public transport service planning process [15].

An example of MATHLP is the public transportation system in Curitiba, the capital and largest city in the Brazilian state of Paraná. Curitiba's public transportation system is known worldwide as an example of a pragmatic, integrated, cost-effective, and efficient transportation system [16]. Figure 1.1 shows Curitiba's public
transportation network consisting of the lines (red) used by express buses and the lines (yellow, green, and orange) used by other buses. Red lines constitute the backbone network in a tree structure, i.e., the hub-level network is a tree. Other bus lines (yellow, green, and orange) are connected to the backbone network not at a single point, that is, a passenger may use more than one hub implying the multiple allocation case.


Figure 1.1. Curitiba's transportation system (Adapted from Rehan and Mahmoud [16])

We propose a new mixed integer programming (MIP) model for MATHLP built upon the problem setting adopted by Akgün and Tansel [6]. The proposed model is defined on a non-complete network but can also be used with complete networks. We solve the proposed model by CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic. MATHLP is difficult to solve using standard optimization software. This has led us to develop specialized solution methodologies. We develop Benders decomposition (BD)-based heuristic algorithms using two acceleration strategies, namely, strong cut generation and cut disaggregation. We conduct computational tests to assess the performance of the proposed heuristics using test instances on networks with up to 500 nodes. As the network size gets larger, the resulting optimality gaps get higher for the solutions found by CPLEX or Gurobi with NoRel heuristic. On the other hand, the proposed BD-based heuristics can find solutions either close to or better than those found by CPLEX and Gurobi with NoRel heuristic for those instances.

# 1.2 Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP) 

The Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP) imposes an upper limit on the flow traversing the arcs of the network. Incorporation of capacity considerations when designing hub networks is an important extension to HLPs to delimit the allowable activities and operations. Capacity constraints on hub networks may be imposed both on nodes and arcs of the network. However, most studies, e.g., Campbell [17], Ernst and Krishnamoorthy [18], Ebery et al. [19], Boland et al. [20], Labbé et al. [21], Contreras et al. [22], Correia et al. [23], and Contreras et al. [24] consider capacity constraints only on incoming or outgoing flow at hub nodes. Contreras and O'Kelly [4] and Alumur et al. [25] state that, in the case of HLPs, the capacity constraints may arise not only at the hub facilities but also on the arcs of the network. There are several studies incorporating arc capacities in HLPs, e.g., Bryan [26], Sasaki and Fukushima [27], Rodríguez-Martín and Salazar-González [28] and Lin et al. [29]. The aforementioned studies assume that the modeled network MN is a complete network with arc distances (costs) satisfying the triangle inequality. However, this assumption does not allow directly to model arc capacities existing in real transportation networks, as will be discussed in Section 3. In this regard, we deviate from the literature by adopting a modeling framework based on non-complete networks, i.e., real network, which allows us to model arc capacities directly.

Arc capacitated hub location problems may arise in telecommunication networks on which servers can be considered as hubs and fiberoptic cables can be considered as arcs. Fiberoptic cables can transit a limited amount of data in a certain time period. Water or natural gas distribution networks also have certain capacities on the pipes that limit the amount of water or natural gas transported in a given amount of time. Moreover, road, rail, and airway transportation networks may have arc capacities imposed by the number of available vehicles and the capacity of the infrastructure. Available vehicles on the hub level network may be over-size vehicles, trains, and airplanes while available vehicles on the access network may be small-size vehicles, trains, and airplanes. Bridges, subways, canals, and straits are examples of the infrastructure that puts a limit on transportation capacity. Just like the arc capacities on telecommunication, water, and gas distribution networks, arc capacities on
transportation networks should have a temporal dimension, e.g., the number of drivers that can pass through a bridge in a day.

Public transportation networks may be arc capacitated as well. Kaveh et al. [30] presents a new multi-modal hub location problem for the design of an urban public transportation network imposing a limited capacity on both hubs and hub arcs. As a case study, they design an efficient public transportation network for the Qom city located in Iran. In each hub node, they establish one or both bus rapid transit (BRT) and metro stations and in each hub link, they establish one of the BRT or metro lines. Since the number of available BRT buses and metro trains change, the number of passengers travelling through the hub arcs depends on the transportation mode chosen for that hub arc. In other words, hub arcs have different capacities. Figure 1.2 illustrates one of the public transportation systems proposed by Kaveh et al. [30] for Qom city.


Figure 1.2 A public transportation system with different types of transportation modes and changing arc capacities changing according to the transportation mode used (Adapted from Kaveh et al. [30])

We propose a new MIP model for MACHLP built upon the problem setting adopted by Akgün and Tansel [6]. The proposed model is defined on a non-complete network but can also be used with complete networks. We solve the proposed model by CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic. We also develop a simulated annealing (SA)-based heuristic algorithm. We create test instances by defining capacities on different arcs, i.e., on only hub arcs, and on both hub and access arcs, and changing arc capacities. We conduct computational tests to assess the
performance of the proposed heuristics using these test instances on networks with up to 400 nodes. The resulting optimality gaps are high for the solutions found by CPLEX and Gurobi with NoRel heuristic. However, the proposed SA heuristic can find solutions either close to or better than those found by CPLEX and Gurobi with NoRel heuristic for those instances.

In Chapter 2, we introduce the multiple allocation tree of hubs location problem (MATHLP) and present the related literature. Then, we compare hub networks that result from using different modeling approaches for MATHLP and show the advantages of the proposed approach. After presenting the details of the MIP model for MATHLP, we give the proposed BD-based heuristic approaches and the computational studies. An article mostly composed of Chapter 2 was published in the journal of Computers and Operations Research [31].

In Chapter 3, we introduce multiple allocation arc capacitated hub location problem (MACHLP) and give the related literature. We demonstrate on the necessity of using RealN as MN to be able to incorporate arc capacities into the HLPs. After defining a MIP model, we present a heuristic approach based on SA algorithm and give the computational studies.

Finally, in Chapter 4 we conclude the dissertation with some final remarks and future research directions.

## Chapter 2

## MULTIPLE ALLOCATION TREE OF HUBS LOCATION PROBLEM

In this chapter, we consider Multiple Allocation Tree of Hubs Location Problem (MATHLP) that imposes a tree topology requirement on the part of the network where the transfer between hubs is carried out, i.e., on the backbone or hub-level network, using multiple allocation strategy. The objective is to minimize the total transportation cost needed to transport the given flow between OD pairs by locating $p$ hub nodes.

Most hub location problems are known to be NP-hard (e.g., Carello et al. [32]; Alumur and Kara [1]; Contreras and O'Kelly [4]). MATHLP is NP-hard as well. When the hub locations and the allocation of supply and demand points to hubs are fixed in MATHLP, the problem of finding a tree spanning the hub nodes is equivalent to the Optimum Communication Spanning Tree Problem, which is NP-hard (Johnson et al. [33]; Contreras et al. [9]).

In Section 2.1, we give the related literature for MATHLP. We propose a new MIP model for MATHLP that is built upon the problem setting adopted by Akgün and Tansel [6]. In Section 2.2, we show through examples that the proposed modeling approach may produce better solutions than the classical approach, which may result from the differences in the selected hubs, the flow routes between origin-destination points, and the assignment of non-hub nodes to hub nodes. In Section 2.3, we define the problem and present the details of the MIP model. The proposed model is defined on non-complete networks but can also be used with complete networks. We solve the model by the CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic. In Section 2.4, we develop BD-based heuristic algorithms using two acceleration strategies, namely, strong cut generation and cut disaggregation. We conduct computational tests to assess the performance of the proposed heuristics using instances defined on different networks with the number of nodes changing from 81 to
500. We present these computational studies in Section 2.5 and conclude the chapter in Section 2.6.

### 2.1. Literature Review

Tree of hubs location problems (THLP) require a tree topology on the part of the network where the transfer between hubs is carried out, i.e., on the backbone or hublevel network (HLN). Most studies in the literature impose a complete HLN topology but do not discuss whether this is a result of the nature of the application or the assumptions regarding the network or data structure. It occurs that there are three main assumptions in most HLP models (For a detailed discussion, see, e.g., Contreras and O'Kelly [4]; Akgün and Tansel [6]): (1) MN is a complete network with arc distances satisfying the triangle inequality, (2) transportation costs on all hub arcs are discounted by a constant factor independent of the actual amount of flow on the arcs, i.e., collection and distribution are more costly, and (3) all flows are routed via a set of hubs, i.e., no direct flows between non-hub nodes. A model with these three assumptions and a cost minimization objective and without any topological requirements produces a solution where the flows between an OD pair visit at most two hubs. In other words, a route between an OD pair in an HN consists of at most three arcs, namely, collection (access), transfer (hub), and distribution (access) arcs. Given non-zero flows between all OD pairs, the resulting HLN is a complete network, i.e., all hubs are fully interconnected by hub arcs.

Considering the complete HLN topology to be restrictive, several researchers have studied incomplete HLN topologies. Some of these studies (e.g., Alumur et al. [34]; Nickel et al. [35]; Mohri and Akbarzadeh [36]; Calık et al. [37]; Alumur and Kara [38]; Yoon and Current [39]; Alumur et al.[40]; Martins de Sa' et al. [41], [42]) require HLN only to be connected and do not impose any specific HLN topology. Some studies (e.g., Campbell et al. [43], [44]; Campbell [45]) do not even require HLN to be connected. The studies that impose a particular HLN topology other than a tree structure are Labb'e and Yaman [46] and Yaman [47] that study a star HLN, Martins de Sa' et al. [48], [49] that address a line HLN, and Lee et al. [50] and Contreras et al. [51] that investigate a cycle HLN.

To our knowledge, all studies that require a tree HLN address the single allocation version of the problem. Contreras et al. [9] are the first to require a tree-like HLN topology. They propose a MIP formulation for THLP presenting several families of
valid inequalities to strengthen the proposed formulation together with their exact separation procedures. The authors show the effectiveness of the proposed valid inequalities with a set of computational experiments. They are able to solve instances with up to 25 nodes optimally in reasonable computational time.

Contreras et al. [22] develop a new formulation for the single allocation THLP. Their aim is to develop a new formulation that yields tighter linear programming (LP) bounds than that in Contreras et al. [9]. They observe the quality of LP bounds produced by different formulations for classical single allocation hub location problems, and find out that the best LP bounds are usually obtained with four-index formulations proposed by Campbell [17] for the single allocation p-hub median problem. In this regard, Contreras et al. [22] propose a new formulation for the single allocation THLP based on the model proposed by Campbell [17] and an algorithm where the lower bounds (LB) are generated by the Lagrangean dual and the upper bounds (UB) are generated by a simple heuristic applied at each iteration of the subgradient optimization. They can find solutions with at most $10 \%$ deviation between lower and upper bounds for instances with at most 100 nodes.

Martins de Sa et al. [52] propose a Benders Decomposition (BD) approach to solve the model developed by Contreras et al. [22]. They develop a new cut selection scheme to improve the BD algorithm. The proposed BD Algorithm solves instances up to 100 nodes optimally. Sedehzadeh et al. [53] address a multi-objective and multimodal problem with uncertain input data allowing hubs to have different capacity levels and to be connected with different transportation modes. They obtain Pareto-optimal solutions for instances with up to 100 nodes by using two different algorithms. Pessoa et al. [54] design a genetic algorithm for THLP. They test their algorithm using the instances with 25 nodes generated by Contreras et al. [9]. They can find better feasible solutions for instances not solved to optimality and optimal or near-optimal solutions for instances solved to optimality by Contreras et al. [9]. Blanco and Marin [55] offer two MIP models for upgrading nodes, which implies a decrease in the cost of traversing arcs connecting those upgraded nodes. They offer two MIP models, one based on the ideas presented in Contreras et al. [9] and one based on the disaggregation of the variables, and compare their computational performance using instances with up to 25 nodes. The proposed models in this study are hub location models with hub and/or arc fixed costs rather than p -hub median models.

We remark that the models that require a connected HLN may produce hub networks with a tree HLN depending on the data. For example, Martins de Sa et al. [42] obtain optimal solutions having a tree HLN for problem instances with sufficiently high fixed arc setup costs for a multiple allocation incomplete hub location problem with service time requirements.

Aforementioned formulations proposed for THLP assume that the modeled network MN is a complete network with arc distances (costs) satisfying the triangle inequality. We call this approach as the classical approach. In section 2.1.1, we give the single allocation THLP models in the literature based on the classical approach. There is not a model for the multiple allocation version of THLP in the literature, to represent the classical approach for MATHLP, we extend the model of Ernst and Krishnamoorthy [56] developed for multiple allocation p-hub median problem by adding necessary constraints to achieve a tree HLN and present this formulation in Section 2.1.2.

### 2.1.1. Single Allocation Tree of Hubs Location Models based on the Classical Approach

Contreras et al. [9] are the first to require a tree-like HLN topology in HLPs. They propose a MIP formulation for THLP. They consider a complete network $G=(N, A)$ whose set of nodes, $N=\{1, \ldots, n\}$, represents the set of origins and destinations of a certain product that is routed through $G$ via some hub nodes. $w_{i j}$ denote the demand of product from $i$ to $j$ for each pair of nodes $i, j \in N$. The total amount of flow originating from node $i$ is $O_{i}=\sum_{j} w_{i j}$ and the total amount of flow sent to node $j$ is $D_{j}=\sum_{i} w_{i j}$. They denote the transportation cost of a unit of flow between $i$ and $j$ with $c_{i j}$ and $\alpha$ represent the discount factor for hub-to-hub journeys. Any node of $N$ can be chosen to become a hub, and there is a fixed number $p$ that must be chosen to be hubs. For each pair $i, j \in N$, if $i$ and $j$ are non-hub nodes, the flow $w_{i j}$ must go from $i$ to $j$ through one or more hubs. When $i$ and $j$ are hubs, the flow $w_{i j}$ can go directly from $i$ to $j$ and it is also possible that the flow $w_{i j}$ uses one or more intermediate hubs. Contreras et al. [9] require single allocation where every non-hub node i must be allocated to one single hub, so that all the incoming and outgoing traffic of that non-hub node is routed through this hub. Contreras et al. [9] aim to (1) locate $p$ hubs, (2) link them so as to define a tree,
(3) allocate every non-hub node to one single hub node in such a way that the overall transportation cost is minimized.

In order to represent the routes between origins and destinations, they use the variables with three indices, $x_{i k m}$ proposed by Ernst and Krishnamoorthy [57] for the single allocation $p$-hub median problem to represent the amount of flow with origin $i$ traversing arc $(k, m)$. They also define binary variables $z_{i k}$ taking on the value of 1 if node $i$ is allocated to hub $k, 0$ otherwise and $y_{k m}$ taking on the value of 1 if $\operatorname{arc}(k, m)$ links two hubs, 0 otherwise. They suppose that there is a network with a node set $N$ with $n$ nodes. Each unit of product that traverses $(r, s)$ incurs a cost $c_{r s} \geq 0$ whereas when both $r$ and $s$ are hubs a discount factor $0 \leq \alpha \leq 1$ is applied, and the per unit cost associated with arc $(r, s)$ is $\alpha c_{r s}$.
With these definitions, the model proposed by Contreras et al. [9] is given below:

$$
\begin{equation*}
\operatorname{Min} \sum_{i \in N} \sum_{k \in N}\left(c_{i k} O_{i}+c_{k i} D_{i}\right) z_{i k}+\sum_{i \in N} \sum_{\substack{k \in N}} \sum_{\substack{m \in N \\ m \neq k}} \alpha c_{k m} x_{i k m} \tag{2.1}
\end{equation*}
$$

s.t.
$\sum_{k \in N} z_{i k}=1$

$$
\begin{equation*}
i \in N \tag{2.2}
\end{equation*}
$$

$\sum_{k \in N} z_{k k}=p$
$\begin{array}{ll}z_{k m}+y_{k m} \leq z_{m m} & k, m \in N ; m>k \\ z_{m k}+y_{k m} \leq z_{k k} & k, m \in N ; m>k \\ x_{i k m}+x_{i m k} \leq O_{i} y_{k m} & i, k, m \in N ; m>k \\ O_{i} Z_{i k}+\sum_{\substack{m \in N \\ m \neq k}} x_{i m k} \leq \sum_{\substack{m \in N \\ m \neq k}} x_{i k m}+\sum_{m \in N} w_{i m} z_{m k} & i, k \in N ; i \neq k\end{array}$
$\sum_{k \in N} \sum_{m \in N} y_{k m}=p-1$
$x_{i k m} \geq 0 \quad i, k, m \in N$
$z_{k m}, y_{k m} \in\{0,1\}$

$$
\begin{equation*}
k, m \in N \tag{2.10}
\end{equation*}
$$

Objective function (2.1) minimizes the total transportation cost. Constraints (2.2) assign each non-hub node to a hub node and constraint (2.3) locates $p$ hubs. Constraints (2.4) and (2.5) guarantee that non-hub nodes are allocated to open hubs and hub links are possible between open hubs. Constraints (2.6) ensure that the flow between hubs will only move through the tree structure. Constraints (2.7) are the flow balance constraints. Finally, constraints (2.8) define a tree structure within the hubs by choosing $p-1$ edges that are connected due to constraints (2.6) and (2.7). Constraints (2.9) and (2.10) define decision variables.

Contreras et al. [22] develop a new formulation for the single allocation THLP. Their problem is just same as the problem defined by Contreras et al. [9]. Their aim is to develop a new formulation for this problem that yields tighter LP bounds than that in Contreras et al. [9]. For that reason, they use the variables $x_{i j k m}$ proposed by Campbell [17] for the single allocation p-hub median problem to represent the routes between origins and destinations. They define the binary variables $x_{i j k m}$ taking on the value of 1 if the flow from $i$ to $j$ traverses arc $(k, m)$ connecting hubs $k$ and $m, 0$ otherwise.

The model proposed by Contreras et al. [22] with the same definitions used in the formulation of Contreras et al. [9] is given below:
$\operatorname{Min} \sum_{i \in N} \sum_{k \in N}\left(c_{i k} O_{i}+c_{k i} D_{i}\right) z_{i k}+\sum_{i \in N} \sum_{J \in N} \sum_{\substack{k}} \sum_{\substack{m \in N \\ m \neq k}} \alpha w_{i j} c_{k m} x_{i j k m}$
s.t.
$\sum_{k \in N} z_{i k}=1 \quad i \in N$
$\sum_{k \in N} z_{k k}=p$

$$
\begin{array}{ll}
\sum_{\substack{m \in N \\
m \neq k}} x_{i j k m}+z_{j k}-\sum_{\substack{m \in N \\
m \neq k}} x_{i j m k}-z_{i k}=0 & i, j, k \in N ; i \neq j k \neq j \\
x_{i j k m}+x_{i j m k} \leq y_{k m} & i, j, k \in N ; m>k \\
\sum_{k \in N} \sum_{\substack{m \in N \\
m>k}} y_{k m}=p-1 & i, k, m \in N ; m>k \\
x_{i j k m} \geq 0 & i, j, k, m \in N ; k \neq m
\end{array}
$$

$$
\begin{equation*}
i, k \in N \tag{2.18}
\end{equation*}
$$

$y_{k m} \in\{0,1\}$

$$
\begin{equation*}
k, m \in N ; m>k \tag{2.19}
\end{equation*}
$$

Objective function (2.11) minimizes the total transportation cost. Constraints (2.12) assign each non-hub node to a hub node and constraint (2.13) locates $p$ hubs. Constraints (2.14) are the flow balance constraints. Constraints (2.15) guarantee that the flow between hubs will only move through the tree structure. Finally, constraints (2.16) define a tree structure within the hubs by choosing $p-1$ edges that are connected due to constraints (2.15). Constraints (2.17), (2.18) and (2.19) define decision variables.

### 2.1.2. Multiple Allocation Tree of Hubs Location Models based on the Classical Approach

We extend the model of Ernst and Krishnamoorthy [56] developed for multiple allocation p-hub median problem by adding necessary constraints to achieve a tree HLN to represent the classical approach for MATHLP since there is no model for MATHLP in the literature.

Suppose that there is a complete network $G=(N, A)$ with the set of nodes $N=\{1$, $\ldots, n\}$. Node $i$ generates a positive annual flow $w_{i j}$ for at least one node $j \in N-\{i\}$. The total amount of flow originating from node $i$ is $O_{i}=\sum_{j} w_{i j}$ and the total amount of flow sent to node $j$ is $D_{j}=\sum_{i} w_{i j}$ where $w_{i j}$ is the demand of product from $i$ to $j$ for each pair of nodes $i, j \in N$. Let $c_{i j}$ denote the transportation cost of a unit of flow between $i$ and $j$ and $\alpha$ represent the discount factor for hub-to-hub journeys. Any node of $N$ can be chosen to become a hub, and there is a fixed number $p$ that must be chosen to be hubs. We require multiple allocation where every non-hub node $i$ can be allocated to more than one hub. We aim to (1) locate $p$ hubs, (2) link them so as to define a tree, (3) allocate every non-hub node to at least one hub node in such a way that the overall transportation cost is minimized.

Ernst and Krishnamoorthy [56] define $X_{i l j}$ as the flow originating from $i \in$ $N$ flowing from hub $l$ to node $j, Z_{i k}$ as the flow from node $i$ to hub $k, Y_{i k l}$ as the total amount of flow of commodity $i$ that is routed between hubs $k$ and $l . H_{k}$ takes the value 1 if node $k$ is a hub, 0 otherwise. In addition, we define $y y_{k m}$ that takes the value 1 when $\operatorname{arc}(k, m)$ links two hubs and 0 otherwise in order to define a tree-like hub level network. To create the tree structure on the hub network, we use the approach of

Contreras et al. [9] and Contreras et al. [22]. According to this approach, limiting the number of arcs connecting hub nodes to $p-1$ creates a tree structure on the hub network since the underlying network is a complete network.

The proposed model for MATHLP based on classical approach is given below:

## Model CAM: The Model for the Classical Approach of MATHLP

$$
\begin{equation*}
\operatorname{Min} \sum_{i}\left[\sum_{k} c_{i k} Z_{i k}+\sum_{k} \sum_{l} c_{k l} Y_{i k l}+\sum_{l} \sum_{j} \alpha c_{l j} X_{i l j}\right] \tag{2.20}
\end{equation*}
$$

$\sum_{k}^{\text {s.t. }} H_{k}=p$
$\sum Z_{i k}=O_{i} \quad i \in N$
$\sum_{k}^{k}$
$i, j \in N$
$\sum_{l} X_{i l j}=W_{i j}$
$\sum_{l} Y_{i k l}+\sum_{j} X_{i k j}-\sum_{l} Y_{i l k}-Z_{i k}=0 \quad i, k \in N$
$Z_{i k} \leq O_{i} H_{k}$
$\sum_{i} X_{i l j} \leq D_{j} H_{i}$
$i, k \in N$
$l, j \in N$
$k, l \in N$
$y y_{k l} \leq H_{k}$
$y y_{k l} \leq H_{l}$
$k, l \in N$
$\sum_{k} \sum_{l} y y_{k l}=p-1$
$Y_{i l k}+Y_{i k l} \leq O_{i} y y_{k l}$
$i, k, l \in N$
$H_{k} \leq \sum_{l} y y_{k l}+\sum_{l} y y_{l k} \quad k \in N$
$H_{k} \in\{0,1\}$
$k \in N$
$Y_{i k l}, X_{i l j}, Z_{i k} \geq 0$
$i, j, k, l \in N$
$y y_{k l} \in\{0,1\}$
$k, l \in N$

Objective function (2.20) together with constraints (2.21) - (2.26) and (2.32) (2.33) constitute the formulation of Ernst and Krishnamoorthy [56]. Objective function (2.20) minimizes the total transportation cost. Constraint (2.21) locates $p$ hubs. Constraints (2.22) and (2.23) satisfy the supply and demand requirements, respectively. Constraints (24) are the flow balance constraints. Constraints (2.25) and (2.26) ensure that flow incoming to and going from a hub node is possible only if that node is chosen as a hub. Constraints (2.32) and (2.33) define the decision variables.

Constraints (2.27) (2.31) and (2.34) ensure that the hubs are connected through a tree structure. Constraints (2.27) and (2.28) require that an $\operatorname{arc}(k, m)$ be chosen to form the tree structure between hubs if and only if both $k$ and $m$ are chosen as hubs. Constraint (2.29) limits the number of arcs connecting hub nodes to $p-1$. Constraints (2.30) allow flows between hubs only in arcs selected as a part of the tree structure. Constraints (2.31) guarantee that a selected hub must be connected by an arc which is a part of the tree structure. Constraints (2.34) define the new binary variables.

In the next section, we will use Model CAM to represent the classical approach to be able to compare it with our proposed approach.

### 2.2 Comparison of the Hub Networks for Different Modeling Approaches

In this section, we investigate how the hub network topology and the total cost change depending on the modeling approach used under different assumptions. We compare two modeling approaches: (1) The classical approach: Modeled network MN is complete and its distances satisfy the triangle inequality. (2) The proposed approach: MN is the same as the real-world network RealN that may be complete or noncomplete. For comparison purposes, we use two different types of networks: a 7-node complete network whose distances do not satisfy the triangle inequality and a 30-node non-complete network. The complete network is the network used by Marin et al. [8] to show that some hub location models do not work correctly when the triangle inequality is not satisfied. The distance matrix of this complete network used is given below;

$$
\left(d_{i j}\right)=\left(\begin{array}{ccccccc}
0 & 1 & 100 & 100 & 100 & 100 & 100 \\
1 & 0 & 1 & 100 & 100 & 100 & 100 \\
100 & 1 & 0 & 1 & 100 & 100 & 100 \\
100 & 100 & 1 & 0 & 1 & 100 & 100 \\
100 & 100 & 100 & 1 & 0 & 1 & 100 \\
100 & 100 & 100 & 100 & 1 & 0 & 1 \\
100 & 100 & 100 & 100 & 100 & 1 & 0
\end{array}\right)
$$

The non-complete network given in Figure 2.1 is the network that consists of 30 cities in Turkey as the nodes and the roads between neighboring cities as the arcs. The distances are direct distances between the neighboring cities. We assume that a discount factor of 0.7 is applied to the hub arc costs.


Figure 2.1. Non-complete transportation network consisting of 30 cities of Turkey.
To represent the classical approach, we use the Model CAM, the extention of the model of Ernst and Krishnamoorthy [56] developed for multiple allocation p-hub median problem with additional constraints to achieve a tree HLN. We remark that the classical model needs as MN a complete network whose distances satisfy the triangle inequality to work correctly. In this regard, we apply the Floyd's Algorithm [7] to the non-complete network to find all-pairs shortest path distances and construct a complete network in order to obtain a solution for the non-complete network using the classical model. To represent the proposed approach, we use our proposed model for MATHLP, whose details are given in Section 2.3. The proposed model can use any type of network, i.e., complete or non-complete, as MN. In this regard, the proposed model uses directly the non-complete network and complete network as MN.

Our first goal is to show that the classical model does not work correctly when a complete network whose distances do not satisfy the triangle inequality is used as $M N$. We solve both the proposed model and the classical model to optimality using the complete network given in Figure 2.2 (a) and setting $p=3$. Figure 2.2 (b) and Figure 2.2 (c) indicate hub networks for the proposed model and the classical model on the original network, respectively. Filled circles and empty circles represent hub nodes and non-hub nodes, respectively. Solid lines and dashed lines indicate hub arcs and access arcs, respectively. Figure 2.2 (b) and 2.2 (c) show that both models produce an HLN with a tree structure. However, the selected hubs, the tree structures, and the resulting objective function values are different. In Figure 2.2 (b), HLN consists of nodes 2 through 6 with nodes 2, 4 , and 6 being the hub nodes and nodes 3 and 5 being the non-hub nodes. The tree in Figure 2.2 (b) consists of non-hub nodes 3 and 5 as intermediate nodes between hub nodes, which may be possible when the triangle inequality is not satisfied (e.g., Marin et al. [8]). We can think of nodes 3 and 5 as transshipment points in HLN. These nodes receive service from their adjacent hub nodes. Specifically, non-hub node 3 is assigned to hub nodes 2 and 4 while non-hub node 5 is assigned to hub nodes 4 and 6 . Accordingly, dashed lines between hub nodes represent collection and distribution flows between non-hub nodes 3 and 5 and their adjacent hub nodes. Non-hub nodes 1 and 7 are assigned to a single hub. In Figure 2.2 (c), HLN consists of the nodes 2, 3, and 6 as the hub nodes. All non-hub nodes receive service from a single hub. The optimal objective function values for the proposed model and the classical model are 88 and 1266 , respectively. This difference results from the fact that the proposed model is allowed to find and use routes with less cost than that of direct arcs between nodes to send flows while the classical model uses only direct arcs. For example, to send flow from node 2 to node 6 , the classical model uses the direct arc $(2,6)$ with a cost of 100 while the proposed model uses the path consisting of the arcs $(2,3),(3,4),(4,5)$, and $(5,6)$ with a cost of 4 .


Figure 2.2. Tree structures obtained using a complete network whose distances do not satisfy the triangle inequality. (a), (b), and (c) represent the original complete network, the resulting hub network using the proposed model, and the resulting the hub network using the classical model.

The case in Figure 2.2 occurs because the cost matrix of the modeled network MN does not satisfy the triangle inequality. Such cost matrices may occur especially in cases where the cost is independent of the distance or when the costs or weights represent something else, e.g., travel time, bus fares, telecommunication costs. To give a realworld example, consider the map given in Figure 2.3 that represents a part of Marmara Region in Turkey. Suppose that a driver located at node 1 (Yalova) would like to go to Node 3 (Istanbul). The driver has two options: (a) going from 1 to 3 directly using the bridge or (b) going from 1 to 3 through node 2 (Izmit). Clearly, the direct distance following (a) is shorter than the indirect distance following (b). If the shortest path distance is used, (a) should be used. However, the cost of using (a) is almost twice the cost of using (b) because using the bridge is too costly. In this case, the lowest cost is not the direct path and hence the triangle inequality does not hold.


Figure 2.3 A real-world example showing that the triangle inequality does not hold.

Our second goal is to show that the proposed model may find a better solution than the classical model even when the triangle inequality is satisfied. We will consider two cases: (1) The proposed model and the classical model find different flow routes even though their optimal hub set and the tree structure are the same. (2) The proposed model and the classical model find different optimal hub sets and hence different hub networks.

For both cases, we solve the models to optimality using appropriate versions of the non-complete network in Figure 2.1 (non-complete version for the proposed model and complete version for the classical model). For Case 1, we allow all 30 nodes to be selected as hub nodes and set $p=5$. Figure 2.4 and Figure 2.5 indicate the resulting hub networks for the proposed model and the classical model, respectively. Nodes 3, 16, 19, 21, and 25 are selected as the hub nodes by both models. Hub network in Figure 2.4 directly gives the routing information on the real-world network RealN. For example, the route between hubs 3 and 21 is $(3,1)-(1,2)-(1,21)$ with nodes 1 and 2 being transshipment points in HLN.


Figure 2.4. Optimal hub network obtained with the proposed model ( $H=30, p=3$ ).


Figure 2.5. Optimal hub network obtained with the classical model ( $H=30, p=3$ ).
In Figure 2.5, however, hub nodes 3 and 21 are connected by a single arc as expected and postprocessing is required to determine that the shortest-path arc $(3,21)$ corresponds to the route consisting of the arcs $(3,1)-(1,2)-(1,21)$ in RealN. Nevertheless, this should not be interpreted as that the routes between nodes are always the same in both models. Consider the routes between hub nodes 3, 16, and 19. In Figure 2.5, these nodes are connected to each other by direct arcs $(16,19)$ and $(19,3)$. Any flow sent from node 16 to node 3 follows the route consisting of the arcs $(16,19)$ and $(19,3)$. The direct arcs $(16,19)$ and $(19,3)$ in Figure 2.5 correspond to the routes $(16,26)-(26,6)-(6,18)-$ $(18,19)$ and $(19,18)-(18,6)-(6,26)-(26,3)$ in RealN as shown in Figure 2.4, respectively. This means that flow sent from 16 to 3 covers the route $(26,6)-(6,18)-(18,19)$ twice, one going from 16 to 19 and one going from 19 to 3. In Figure 2.4, however, flow from node 16 to node 3 follows the route $(16,26)-(26,3)$. That is, even though the tree
structures of both models seem to be the same in RealN (after postprocessing the solution of the classical model), the resulting flows are different. This also affects the assignments of origin and destination nodes to the hubs. As a result, the optimal objective function values for the proposed model and the classical model are 14,279,772 and $14,297,370$, respectively.

For Case 2, we allow 20 nodes indexed between 1-20 to be selected as hub nodes and set $p=8$. Figure 2.6 and Figure 2.7 indicate the resulting hub networks for the proposed model and the classical model, respectively. The resulting hub networks are different because different optimal hub sets $(2-6,8,12$, and 16 for the proposed model and $1,2,4,5,6,12,16$, and 20 for the classical model) are selected. The optimal objective function values for the proposed model and the classical model are 13,762,410 and $13,795,031$, respectively.

We remark that the results in Case 1 and Case 2 are valid when we address MATHLP. When we relax the tree-HLN requirement, both approaches find solutions that are the same in RealN as long as arc distances (costs) satisfy the triangle inequality. This is also true for the single allocation version.

To sum up, using the proposed approach in addressing MATHLP may allow to obtain better solutions that may result from different hub network topologies, assignments, flows, and costs. The approach may also provide more flexibility in modeling several real-life issues directly, e.g., arc capacities or disruptions.


Figure 2.6. Optimal hub network obtained with the proposed model ( $H=20, p=8$ )


Figure 2.7. Optimal hub network obtained with the classical model ( $H=\mathbf{2 0}, \boldsymbol{p}=\mathbf{8}$ )

### 2.3 Problem Definition and Mathematical Formulation

We define Multiple Allocation Tree of Hubs Location Problem (MATHLP) based on the modeling framework given by Akgün and Tansel (2018). Let $G=(N, E)$ be an undirected and connected network representing RealN with $N=\{1, \ldots, n\}$ and $E$ being the node set and edge set, respectively. $N$ consists of supply/origin nodes $S$, demand/destination nodes $D$, and transshipment nodes $T$. The nodes in $S$ generate a positive flow $w_{i j}$ for at least one node $j \in D$. The same node can be the element of both $S$ and $D$.

Table 2.1 Sets, indices, parameters, and decision variables of the proposed model.

## Sets, Indices, and Parameters

| $G=(N, E)$ | Undirected real-world network with node set N and edge set $E, N=S \cup D$ $\cup T$ where $S, D$, and $T$ are the set of supply, demand, and transshipment nodes |
| :---: | :---: |
| $G^{*}=\left(N^{*}, E^{*}\right)$ | Subnetwork of $G$ that can be used for inter-hub transportation, $E^{*}$ is the set of edges that can be used as hub arcs, $N^{*}$ is the set of nodes that are incident to $E^{*}$ |
| $G^{\prime}=(N, A)$ | Directed version of $G=(N, E)$ obtained by replacing each edge $\{i, j\} \in E$ with a pair of directed $\operatorname{arcs}(i, j)$ and $(j, i)$ |
| H | Set of nodes that can be hubs with $H \subseteq N^{*}$ |
| $G_{0}=\left(N_{0}, A_{0}\right)$ | Three-layer modeled network, $G_{0}=G_{1} \cup G_{2} \cup G_{3}$ with $G_{1}, \quad G_{2}$, and $G_{3}$ representing the supply (first), hub (second), and distribution (third) |


|  | layers of the network |
| :--- | :--- |
| $G_{1}=\left(N_{1}, A_{1}\right)$ | Supply layer network with $G_{1}=G^{\prime}$ |
| $G_{2}=\left(N_{2}, A_{2}\right)$ | Hub layer network constructed from subnetwork of $G^{\prime}$ that corresponds to |
|  | $G^{*}=\left(N^{*}, E^{*}\right)$ |
| $G_{3}=\left(N_{3}, A_{3}\right)$ | Distribution layer network with $G_{2}=G^{\prime}$ |
| $i, j \in N$ | Nodes in the network $G=(N, E)$ |
| $l i$ | Nodes in the supply layer $G_{1}$ |
| $2 i$ | Nodes in the hub layer $G_{2}$ |
| $3 i$ | Nodes in the distribution layer $G_{3}$ |
| $(1 i, 1 j)$ | Arcs in the supply layer |
| $(2 i, 2 j)$ | Arcs in the hub layer |
| $(3 i, 3 j)$ | Arcs in the distribution layer |
| $A_{12}$ | Arcs connecting $G_{1}$ and $G_{2}$ with $A_{12}=\{(1 i, 2 i): i \in H\}$ |
| $A_{23}$ | Arcs connecting $G_{2}$ and $G_{3}$ with $A_{23}=\{(2 i, 3 i): i \in H\}$ |
| $i, j \in N$ | Nodes in the network $G=(N, E)$ |
| $k$ | Commodity type indicating the origin node of the flow, $k=i \in S$ |
| $l_{i j}$ | Length of arc $(i, j)$ |
| $\chi_{i j}, \alpha_{i j}, \delta_{i j}$ | Cost of moving one unit of flow per unit length along arc (i,j) for supply, |
|  | hub, and distribution layers, respectively |
| $c_{i j}$ | Cost of arc (i,j) with $c_{i j}=l_{i j} \chi_{i j}, c_{i j}=l_{i j} \alpha_{i j}$, and $c_{i j}=l_{i j} \delta_{i j}$ for |
|  | supply, hub, and distribution layers, respectively |
| $w_{i j}$ | Flow to be sent from $i \in S$ to $j \in D$ |
| $W_{i}$ | Total supply of commodity $i, W_{i}=\sum_{j \in D} w_{i j}$ |
| $b_{\beta k}$ | Amount of supply/demand of commodity $k$ at node $\beta \in N_{0}$ |
| $F_{\beta}^{o u t}\left(F_{\beta}^{i n}\right)$ | Forward (inward) star of a node $\beta \in\left(N_{1} \cup N_{2} \cup N_{3}\right)$. |

## Decision Variables

| $x_{i j k}$ | Amount of flow of commodity $k$ in arc $(i, j)$ |
| :--- | :--- |
| $y_{2 i}$ | 1, if a hub is located at node $i \in H$ and 0, otherwise |
| $s_{i j}$ | 1, if arc $(i, j)$ belongs to the tree structure in $G_{2}$ and 0, otherwise |
| $t_{i j}$ | Flow variable used to construct the tree structure in $G_{2}$ and represents the <br> amount of fictitious flow in arc $(i, j)$ |

Let $G^{*}=\left(N^{*}, E^{*}\right)$ represent the subnetwork of $G$ that can be used for inter-hub transportation. $E^{*}$ is the set of edges that can be used as hub arcs for some reason, e.g., they have high capacities or more appropriate for construction. $N^{*}$ is the set of nodes that are incident to $E^{*}$. We define $H \subseteq N^{*}$ as the set of nodes that can be hubs.

Let $l_{i j}$ denote the length of edge $\{i, j\}$ with $l_{i j}=l_{j i}$. The $\chi_{i j}, \alpha_{i j}$, and $\delta_{i j}$ are the cost of moving one unit of flow per unit length along the edge $\{i, j\}$ for collection, transfer, and distribution, respectively, with $\alpha_{i j} \leq \chi_{i j}$ and $\alpha_{i j} \leq \delta_{i j}$ to achieve economies of scale.

MATHLP aims to (1) select $p$ nodes from hub set $H$, (2) determine the service routes between OD pairs that visit at least one hub node, (3) connect all hubs through a tree structure and require all flows to use this tree structure by using a multiple allocation strategy such that total transportation cost is minimized.

We formulate MATHLP using a three-layer network $G_{0}=\left(N_{0}, A_{0}\right)$ as the modeled network MN where the first, second, and third layers represent the collection/supply, transfer/hub, and distribution/demand layers, respectively. To construct $G_{0}$, we use the directed version of $G=(N, E), G^{\prime}=(N, A)$, which is obtained by replacing each edge $\{i, j\} \in E$ with a pair of directed $\operatorname{arcs}(i, j)$ and $(j, i)$ such that $l_{i j}=l_{j i}$.

The supply layer network $G_{1}=\left(N_{1}, A_{1}\right)$ and the distribution layer network $G_{3}=$ $\left(N_{3}, A_{3}\right)$ are copies of $G^{\prime}=(N, A)$ while the hub layer network $G_{2}=\left(N_{2}, A_{2}\right)$ is the subnetwork of $G^{\prime}$ that corresponds to $G^{*}=\left(N^{*}, E^{*}\right)$ with $N_{m}=\{m 1, m 2, \ldots, m n\}$ and $A_{m}=\{(m i, m j):(i, j) \in A\}$ where $m=1,2,3$. To exemplify, node 3 in RealN $G$ is represented as 13,23 , and 33 in $G_{1}, G_{2}$, and $G_{3}$, respectively. $G_{1}$ and $G_{2}$ are connected by arcs of the form $A_{12}=\{(1 \mathrm{i}, 2 \mathrm{i}): \mathrm{i} \in H\}$ while $G_{2}$ and $G_{3}$ are connected by arcs of the form $A_{23}=\{(2 \mathrm{i}, 3 \mathrm{i}): \mathrm{i} \in H\}$. Thus, $N_{0}=\cup_{m=1}^{3} N_{m}$ and $A_{0}=\cup_{m=1}^{3} A_{m} \cup A_{12} \cup$ $A_{23}$. Figure 2.8 shows a three-layer MN constructed using the structure of RealN $G$ where $E^{*}=\{\{2,3\},\{2,4\},\{3,4\},\{4,5\}\}, N^{*}=\{2,3,4,5\}, H=\{3,4,5\}$, and $S=D=$ \{1,2,3,4,5\}.

We formulate MATHLP as a multicommodity flow problem with side constraints in $G_{0}$. The flows $w_{i j}$ with $i \in S$ and $j \in D$ are sent from $1 i \in N_{1}$ to $3 j \in N_{3}$ through $G_{0}$. We associate with each node $i \in S$ a different commodity. $W_{i}=\sum_{j \in D} w_{i j}$ is the total supply of commodity $i$ at node $1 i$. We use the parameter $b_{\beta k}$ to represent the amount of supply/demand of commodity $k$ at node $\beta \epsilon N_{0} . b_{\beta \beta}=\sum_{j \epsilon D} w_{\beta j}$ for $\beta=1 i$ and $i \in S$, $b_{\beta k}=-w_{k \beta}=-w_{k j}$ for $\beta=3 j$ and $j \epsilon D$, and $b_{\beta k}=0$ for all other nodes and $k \epsilon S$. $F_{\beta}^{o u t}\left(F_{\beta}^{i n}\right)$ is the forward (inward) star of a node $\beta \in\left(\mathrm{N}_{1} \cup \mathrm{~N}_{2} \cup \mathrm{~N}_{3}\right)$.


Figure 2.8. Three-layer MN $G_{0}$ constructed from RealN $\boldsymbol{G}$ (Adapted from Akgün and Tansel, [6]).

We also associate with each arc $(i, j)$ a unit $\operatorname{cost} c_{i j}$, where $l_{i j}$ is the length of arc $(i, j)$, as follows:

$$
c_{i j}=\left\{\begin{array}{cc}
\chi_{i j} \times l_{i j} & \text { for }(1 i, 1 j),(i, j) \in A \\
\alpha_{i j} \times l_{i j} & \text { for }(2 i, 2 j),(i, j) \in A^{*} \\
\delta_{i j} \times l_{i j} & \text { for }(3 i, 3 j),(i, j) \in A \\
0 & \text { for }(1 i, 2 i) \text { or }(2 i, 3 i), i \in H
\end{array}\right.
$$

We define the following decision variables: (1) $x_{i j k}$ is the amount of flow of commodity $k \in S$ in $\operatorname{arc}(i, j)$, (2) $y_{2 i}$ is a binary variable that takes on the value of 1 when a hub is located at node $i \in H$ and 0 otherwise, (3) $s_{i j}$ is a binary variable that takes on the value of 1 when $\operatorname{arc}(i, j)$ belongs to the tree structure in $G_{2}$ and 0 otherwise, and (4) $t_{i j}$ is a flow variable used to construct the tree structure in $G_{2}$ and represents the amount of fictitious flow in $\operatorname{arc}(i, j)$.

We construct the tree structure in $G_{2}$ by using a rooted spanning tree formulation based on single-commodity flows $t_{i j}$. We define a node $\theta \in N_{2}$ as the root/supply node from which one unit of fictitious flow is sent to each other node $i \in\left(N_{2}-\theta\right)$, i.e., a total of $\left|N_{2}-1\right|$ units of flow is sent from $\theta$. The arcs with positive flows $t_{i j}$ are selected as the arcs of the tree by the variables $s_{i j}$.

We present the sets, indices, parameters, and decision variables used in the formulation of the problem in Table 2.1. With these definitions, the proposed model, Model MATHLP, is given below:

Model MATHLP: Multiple Allocation Tree of Hubs Location Model
$Z^{*}=\operatorname{Min} \sum_{k \in S} \sum_{(i, j) \in A_{0}} c_{i j} x_{i j k}$
s.t.

$$
\begin{align*}
& \sum_{j \in F_{\beta}^{\text {out }}} x_{\beta j k}-\sum_{j \in F_{\beta}^{\text {in }}} x_{j \beta k}=b_{\beta k} \quad \beta \in\left(N_{1} \cup N_{2} \cup N_{3}\right), k \in S  \tag{2.36}\\
& \sum_{i \in H} y_{2 i}=p
\end{align*}
$$

$$
\begin{equation*}
x_{(1 i, 2 i) k} \leq W_{k} y_{2 i} \quad i \in H, k \in S \tag{2.38}
\end{equation*}
$$

$$
\begin{equation*}
x_{(2 i, 3 i) k} \leq W_{k} y_{2 i} \quad i \in H, k \in S \tag{2.39}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{j \in F_{\theta}^{\text {out }}} t_{\theta j}=\left|N_{2}-1\right| \tag{2.40}
\end{equation*}
$$

$$
\begin{array}{ll}
\sum_{j \in F_{\beta}^{\text {out }}} t_{\beta j}-\sum_{j \in F_{\beta}^{\text {in }}} t_{j \beta}=-1 & \beta \in\left(N_{2}-\theta\right) \\
& \beta \in\left(N_{2}-\theta\right) \tag{2.42}
\end{array}
$$

$$
\begin{array}{ll}
\sum_{j \in F_{\beta}^{i n}} s_{j \beta}=1 & \\
\sum_{j \in\left(F_{\theta}^{i n} \cap N_{2}\right)} s_{j \theta}=0 & (i, j) \in A_{2} \\
t_{i j} \leq\left|N_{2}-1\right| s_{i j} & (i, j) \in A_{2}, k \in S \\
x_{i j k} \leq W_{k}\left(s_{i j}+s_{j i}\right) & (i, j) \in A_{2} \\
t_{i j} \geq 0, s_{i j} \in\{0,1\} & (i, j) \in A_{0}, k \in S \\
x_{i j k} \geq 0 & i \in H
\end{array}
$$

The objective function (2.35) together with the constraints (2.36)-(2.39) constitute the formulation of Akgün and Tansel [6]. The objective function (2.35) minimizes the total transportation cost. Constraints (2.36) are the flow balance constraints for all the nodes in each layer of the network $G_{0}$ and commodities. Constraint (2.37) requires $p$ hubs be selected. Constraints (2.38) and (2.39) ensure that the flow between layers is possible only through arcs $(1 i, 2 i)$ and $(2 i, 3 i)$ if a hub is located at node $i$, i.e, $y_{2 i}=1$.

Constraints (2.40)-(2.44) construct a spanning tree in $G_{0}$. Constraint (2.40) sends $\left|N_{2}-1\right|$ units of fictitious flow from root node $\theta$. Constraints (2.41) are flow-balance constraints that ensure all nodes in $N_{2}-\theta$ receive one unit of fictitious flow. Constraints (2.42) require that there be exactly one incoming arc to each node $i \in\left(N_{2}-\right.$ $\theta)$. Constraint (2.43) ensures that there is no incoming arc to root node $\theta$ from the nodes in $N_{2}$. Constraints (2.44) require an arc with a positive fictitious flow to be selected as an arc of the spanning tree in the hub layer. Constraints (2.45) allow commodity flows only on the arcs of the spanning tree and hence the arcs with positive commodity flows connect all hubs in a tree structure. Figure 2.9(a) illustrates an example of a tree spanning all nodes in the hub layer constructed by positive fictitious flows. Accordingly, Figure 2.9(b) gives the resulting tree structure connecting the hubs. Nodes 1 and 6 are the non-hub nodes serving as transition nodes to connect the hubs through a tree. Constraints (2.46)-(2.48) define the decision variables.


Figure 2.9. Illustration of the tree spanning all nodes in the hub layer (a) and the resulting tree structure connecting the hubs (b).

### 2.4 Proposed Solution Methodology

MATHLP is difficult to solve using standard optimization software. Computational studies indicate that CPLEX-based algorithm can find optimal or nearoptimal solutions for problem instances defined on 81-node network with a run time of 24 h . However, for larger size networks, CPLEX either cannot find a solution or the resulting optimality gaps increase up to $36 \%$. This has led us to develop a solution methodology based on Benders Decomposition (BD) [58], which has been used successfully in solving several variants of hub location problems including single allocation tree of hubs location problem (e.g., Camargo et al. [59], [60], [61], [62], [63], [64] Contreras et al. [65], [66], [67], Camargo and Miranda [68], Martins de Sá et al. [52], [48], [49], [42], Ghaffarinasab and Kara [69] , Mokhtar et al. [70], Taherkhani et al. [71]). However, in the application of BD algorithm even for small-size problems, the lower bound and the upper bound that we obtain from the algorithm were not close to each other. We have tried CPLEX's automatic BD and encountered with the same convergence problem. We have incorporated several acceleration strategies, namely, strong cut generation, cut disaggregation, and a combination of two strategies, in order to improve the convergence of the BD algorithm. However, these strategies have not been successful as well. For this reason, we have developed Benders-type heuristics. Of several heuristics, the heuristic based on BD with strong cut generation and the heuristic based on $B D$ with combined strong cut generation and cut disaggregation have produced much better results than the other ones for all instances. In this regard, we present the development of these heuristics in this section. Computational studies
indicate that the proposed heuristics are efficient and can find solutions for large-size problems with up to 500 nodes.

The BD approach partitions a difficult optimization problem into two simpler problems: an integer problem, named as the master problem (MP), and a linear problem, named as the subproblem (SP). The algorithm solves MP and SP iteratively and adds new constraints to the MP known as Benders cuts obtained from SP. The algorithm is terminated when the optimal objective function values of MP and SP are equal to each other.

One main challenge arising in the application of the BD algorithm is the need to solve difficult integer MPs in large size problems. As the number of iterations increases in this type of problems, the number of cuts added to the MP also increases, which makes the MP more difficult to solve and hence the convergence of the BD algorithm is too slow due to time and memory limitations. This has led the researchers to develop algorithms referred to as Benders-type heuristics. In most Benders-type heuristics, researchers use (meta)heuristic algorithms or relaxations to solve MPs. According to Boschetti and Maniezzo [72] BD algorithm provides a rich framework for developing heuristics since it uses dual information to reduce search space, verifies solution quality and obtains multiple starting points for local search. In most Benders-type heuristics, researchers relax the MP or use some kind of meta-heuristics for the MPs. Poojari and Beasley [73], Lai et al. [74], Lai et al. [75] solve the MP using genetic algorithm. Jiang et al. [76] use a similar approach, based on tabu search. Boschetti and Maniezzo [72] solve both MP and the subproblem using Lagrangean relaxation. Another approach in Benders type heuristics is to solve LP relaxation of the MP and to use round-off heuristics to find an integer solution. Pacqueau et al. [77] use the BD algorithm to solve the linear relaxation and then fix some of the variables to their upper/lower bounds. Optimality is not guaranteed with Benders-type heuristics. However, for computationally intractable problems, efficient Benders-type heuristics are able to reach near optimal solutions.

In the following, we give the BD algorithm, strong cut generation, cut disaggregation, and finally the Benders-type heuristics where a relaxed version of MP obtained is solved after removing some complicating constraints.

### 2.4.1 Benders Decomposition for MATHLP

As stated before, the BD algorithm decomposes the original problem into two simpler problems, namely, MP and SP, and solves MP and SP iteratively until their optimal objective function values are equal or a stopping criterion is reached. MP is a relaxed version of the original problem and involves the set of integer variables and associated constraints. SP is a linear program that is obtained by the dual problem formulated by fixing the values of integer variables in MATHLP.

Let $\boldsymbol{y}$ and $\boldsymbol{s}$ represent the vector of integer variables $y_{2 i}, i \in H$, and $s_{i j},(i, j) \in A_{2}$, respectively. Let SPD represent the linear problem obtained by fixing the values of integer variables $\boldsymbol{y}$ and $\boldsymbol{s}$ in MATHLP to $\boldsymbol{y}^{\boldsymbol{h}}$ and $\boldsymbol{s}^{\boldsymbol{h}}$, respectively, at iteration $h$. When $\boldsymbol{y}$ and $\boldsymbol{s}$ are fixed, the resulting SPD consists of (2.49)-(2.54) and is a linear routing problem that finds the routes between OD pairs because the hubs and hub arcs in the tree structure are fixed. We find SP by taking the dual of SPD with the dual variables $e_{i k}, f_{i k}, g_{i k}$, and $t t_{i j k}$ defined for constraints (2.50) through (2.53), respectively. The resulting SP consists of (2.55)-(2.62).

## Model SPD: Linear Problem at Iteration h

$\min \sum_{k \in S} \sum_{(i, j) \in A_{0}} c_{i j} x_{i j k}$
s.t.
$\sum_{j \in F_{\beta}^{\text {out }}} x_{i j k}-\sum_{j \in F_{\beta}^{\text {in }}} x_{j i k}=b_{i k}$
$i \in\left(N_{1} \cup N_{2} \cup N_{3}\right), k \in S$
$x_{(1 i, 2 i) k} \leq W_{k} y_{i}^{h} \quad i \in H, k \in S$
$x_{(2 i, 3 i) k} \leq W_{k} y_{i}^{h} \quad i \in H, k \in S$
$x_{i j k} \leq W_{k}\left(s_{i j}^{h}+s_{j i}^{h}\right)$
$(i, j) \in A_{2}$
$x_{i j k} \geq 0$
$(i, j) \in A, k \in S$
Model SP: Subproblem at Iteration h

$$
\begin{align*}
& \begin{array}{l}
\operatorname{Max} \sum_{k \in S} \sum_{i \in N_{0}} b_{i k} e_{i k} \quad+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} y_{i}^{h} f_{i k}+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} y_{i}^{h} g_{i k} \\
\\
\quad+\sum_{k \in S} \sum_{a \in A_{2}} W_{k}\left(s_{i j}^{h}+s_{j i}^{h}\right) t t_{i j k}
\end{array}  \tag{2.55}\\
& \text { s.t. } \quad(i, j) \in\left(A_{1} \cup A_{3}\right), k \in S
\end{align*}
$$

$e_{i k}-e_{j k}+t t_{i j k} \leq l_{i j}$
$(i, j) \in A_{2}, k \in S$
$e_{i k}-e_{j k}+f_{j k} \leq 0$
$(i, j) \in A_{12}, k \in S$
$e_{i k}-e_{j k}+g_{i k} \leq 0$
$(i, j) \in A_{23}, k \in S$
$f_{i k}, g_{i k} \leq 0$
$i \in H, k \in S$
$e_{i k}$ free
$i \in\left(N_{1} \cup N_{2} \cup N_{3}\right), k \in S$
$t t_{i j k} \leq 0$
$(i, j) \in A_{2}, k \in S$

We formulate MP by using the constraints associated with integer variables in MATHLP and adding Benders optimality cuts. A Benders optimality cut (2.63) can be derived from the objective function (2.55) of SP at iteration $h$. In (2.63), $e_{i k}^{h}, f_{i k}^{h}, g_{i k}^{h}$, and $t t_{i j k}^{h}$ are the optimal values of the dual variables in SP at iteration $h$ and $\eta$ is the under-estimator for the total cost. The resulting MP consists of (2.64)-(2.73).

$$
\begin{align*}
\eta \geq \sum_{k \in S} \sum_{i \in N_{0}} b_{i k} e_{i k}^{h}+ & \sum_{k \in S} \sum_{i \in N_{0}} W_{k} f_{i k}^{h} y_{i}+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} g_{i k}^{h} y_{i} \\
& +\sum_{i \in N_{2}} \sum_{j \in N_{2}} \sum_{k \in S} W_{k} * t t_{i j k}^{h} *\left(s_{j i}+s_{j i}\right) \tag{2.63}
\end{align*}
$$

## Model MP: Master Problem at Iteration h

Min $\eta$
s.t.
$\eta \geq \sum_{k \in S} \sum_{i \in N_{0}} b_{i k} e_{i k}^{h}+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} f_{i k}^{h} y_{i}+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} g_{i k}^{h} y_{i}$
$+\sum_{i \in N_{2}} \sum_{j \in N_{2}} \sum_{k \in S} W_{k} * t t_{i j k}^{h} *\left(s_{j i}+s_{j i}\right)$
$\sum_{i \in H} y_{2 i}=p$
$\sum_{j \in F_{\theta}^{\text {out }}} t_{\theta j}=\left|N_{2}-1\right|$
$\sum_{j \in F_{\beta}^{\text {out }}} t_{\beta j}-\sum_{j \in F_{\beta}^{\text {in }}} t_{j \beta}=-1$

$$
\begin{array}{ll}
\sum_{j \in F_{\beta}^{i n}} s_{j \beta}=1 & \beta \in\left(N_{2}-\theta\right) \\
\sum_{j \in\left(F_{\theta}^{i n} \cap N_{2}\right)} s_{j \theta}=0 & \\
t_{i j} \leq\left|N_{2}-1\right| s_{i j} & (i, j) \in A_{2} \\
t_{i j} \geq 0, s_{j i} \in\{0,1\} & (i, j) \in A_{2} \\
y_{2 i} \in\{0,1\} & i \in H \tag{2.72}
\end{array}
$$

MP determines the locations of $p$ hubs and connects them in a tree structure through constraints (2.66) - (2.71) at each iteration. Given $\boldsymbol{y}^{h}$ and $\boldsymbol{s}^{h}$ at iteration $h$, SPD is mainly a network flow problem. Because supply and demand quantities are equal and there are no capacity constraints in SPD, it is always feasible. Moreover, the objective function value of SPD is bounded because transportation costs are non-negative and finite, which means that SP, the dual of SPD, is feasible and has a bounded objective function value. Thus, at each iteration of the Benders algorithm, we obtain a feasible solution. This is why we do not need to generate and add Benders feasibility cuts, we add only Benders optimality cuts to MP. Otherwise, we would have to add feasibility cuts as well.

MP is a relaxation of the original problem and hence its objective function value provides a lower bound to that of MATHLM. We improve this bound at each iteration by adding Benders optimality cut (45). By construction, the objective function value of SP provides an upper bound on the objective function value of MATHLM.

### 2.4.2 Acceleration Strategies for the BD Algorithm

The performance of the BD Algorithm is mainly determined by the number of iterations and the time required to complete each iteration (e.g., Rahmaniani et al. [78]). The number of iterations may be high if the improvement rate of the LB is low, which results from weak Benders cuts. This also adversely affects the solution time of MP and memory requirements because the higher the number of cuts added to MP, the more
difficult it becomes to solve MP. In some cases, solving SP may take excessive time, too. All of these may cause poor convergence of the algorithm as we have experienced.

There are several strategies employed in the literature to accelerate the progress of the BD Algorithm. In this study, we employ generating strong cuts and disaggregating the Benders cuts together.

### 2.4.2.1 Generating Strong Cuts

Magnanti and Wong ([79] suggest an approach to generate stronger optimality cuts based on the determination of a core point. To formalize the approach, let $C_{a}$ and $C_{b}$ represent two different cuts generated using (2.63) from two different solutions $\left(\boldsymbol{e}^{a}, \boldsymbol{f}^{a}, \boldsymbol{g}^{a}, \boldsymbol{t t}^{a}\right)$ and $\left(\boldsymbol{e}^{b}, \boldsymbol{f}^{b}, \boldsymbol{g}^{b}, \boldsymbol{t t}^{b}\right)$, respectively. Then, $C_{a}$ is stronger than or dominates $C_{b}$ if the right-hand-side value of $C_{a}$ is greater than or equal to that of $C_{b}$ with a strict inequality for at least one point $(\boldsymbol{y}, \boldsymbol{s})$. That is, the cut that gives a better bound is a dominating cut. A cut is pareto-optimal if it is not dominated by any other cuts. Accordingly, the solution $(\boldsymbol{e}, \boldsymbol{f}, \boldsymbol{g}, \boldsymbol{t t})$ is pareto-optimal if the cut defined by ( $\boldsymbol{e}, \boldsymbol{f}, \boldsymbol{g}, \boldsymbol{t t}$ ) is pareto optimal.

A pareto optimal solution $(\boldsymbol{e}, \boldsymbol{f}, \boldsymbol{g}, \boldsymbol{t} \boldsymbol{t})$ can be obtained by solving an optimization problem that finds a pareto-optimal point among alternative optimal solutions using a core point. A core point $\left(\boldsymbol{y}^{0}, \boldsymbol{s}^{0}\right)$ is a point in the relative interior of the convex hull of $\boldsymbol{y} \in Y$ and $\boldsymbol{s} \in \bar{S}$.

To define the optimization problem to solve, let $\left(\boldsymbol{y}^{h}, \boldsymbol{s}^{h}\right)$ be the optimal solution of MP and $z_{S P h}^{*}$ be the optimal objective function value of SP at iteration $h$. The optimal solution ( $\left.\boldsymbol{e}^{\mathbf{0}}, \boldsymbol{f}^{\mathbf{0}}, \boldsymbol{g}^{\mathbf{0}}, \boldsymbol{t}^{\mathbf{0}}\right)$ to the optimization problem PRT comprised of (2.74)-(2.78) is a pareto-optimal solution. The Benders cut obtained from the objective function (2.74) is a pareto-optimal cut. This cut is closest to the chosen core point $\left(\boldsymbol{y}^{0}, \boldsymbol{s}^{0}\right)$.

Model PRT: Model to Find a Pareto-Optimal Solution

$$
\begin{gather*}
\operatorname{Max} \sum_{k \in S} \sum_{i \in N_{0}} b_{i k} e_{i k}+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} y_{i}^{0} f_{i k}+\sum_{k \in S} \sum_{i \in N_{0}} W_{k} y_{i}^{0} g_{i k}  \tag{2.74}\\
+\sum_{i \in N_{2}} \sum_{j \in N_{2}} \sum_{k \in S} W_{k} *\left(s_{i j}^{0}+s_{j i}^{0}\right) * t t_{i j k} \tag{2.75}
\end{gather*}
$$

$\sum_{i \in N_{2}} \sum_{j \in N_{2}} \sum_{k \in S} W_{k} *\left(s_{i j}^{h}+s_{j i}^{h}\right) * t t_{i j k}=z_{S P h}^{*}$

$$
\begin{array}{ll}
f_{i k}, g_{i k} \leq 0 & i \in H, k \in S \\
e_{i k} \text { free } & i \in\left(N_{1} \cup N_{2} \cup N_{3}\right), k \in S \\
t t_{i j k} \leq 0 & (i, j) \in A_{2}, k \in S \tag{2.78}
\end{array}
$$

The approach is based on the fact when SP has multiple optimal solutions, different cuts with different strengths may be defined. PRT generates the strongest cut possible. A pareto-optimal cut may be added at each iteration or periodically considering the tradeoff between additional computational burden and the reduction in the number of iterations. In this study, we add pareto-optimal cuts in each iteration. In the Benders Algorithm with pareto-optimal cuts, PRT is solved after solving SP and the cut generated using a given core point is added to MP.

Finding a core point may be a challenge for some problems (e.g., Martins de Sa et al., 2013 [52]). Mercier et al. [80] state that using a core point that is not in the interior of the convex hull does not preclude finding a valid Benders cut. However, the further the core point is from the interior of the convex hull, the weaker the Benders cuts that are generated by this method. This demonstrates the importance of finding a good core point. Mercier et al. [80] state that values of binary variables close to 0 or 1 generate stronger cuts for different problem types. In this study, we conduct computational experiments by setting $\boldsymbol{y}$ and $\boldsymbol{s}$ to 0 and 1 to identify a good core point. Computational results indicate that setting $\boldsymbol{y}=\mathbf{1}$ and $\boldsymbol{s}=\mathbf{0}$ yields stronger cuts.

### 2.4.2.2 Disaggregating the Benders Cuts and Adding Multiple Cuts

Another strategy to improve the progress of BD Algorithm is to add multiple cuts instead of just one cut at each iteration. We can achieve this by disaggregating Benders cuts (2.63) as proposed by Birge and Louveaux [81]. Disaggregation is possible because SP can be decomposed into smaller problems based on commodity type $k$. This allows us to add $|S|$ cuts simultaneously. The resulting MP, MPM, is comprised of (2.66)-(2.73) and (2.79)-(2.80).

## Model MPM: Master Problem With Disaggregated Cuts at Iteration h

$\operatorname{Min} \sum_{k \in S} \eta_{k}$
s.t.

$$
\begin{align*}
\eta_{k} \geq \sum_{\mathrm{i} \in \mathrm{~N}_{0}} b_{i k} e_{i k}^{h} & +\sum_{\mathrm{i} \in \mathrm{~N}_{0}} \mathrm{~W}_{\mathrm{k}} f_{i k}^{h} \mathrm{y}_{\mathrm{i}}+\sum_{\mathrm{i} \in \mathrm{~N}_{0}} \mathrm{~W}_{\mathrm{k}} g_{i k}^{h} \mathrm{y}_{\mathrm{i}} \\
& +\sum_{\mathrm{i} \in \mathrm{~N}_{2}} \sum_{\mathrm{j} \in \mathrm{~N}_{2}} W_{k} * t t_{i j k}^{h} *\left(s_{i j}+s_{j i}\right)
\end{align*}
$$

In the Benders Algorithm with multiple cuts, MPM rather than MP is solved.
It may be possible to disaggregate (29) further, e.g., based on commodity type $k$ and node $i$. However, the number of cuts in this case is $3 n^{2}$ and solving MPM even for small-size problems becomes computationally very expensive. This is why we prefer to disaggregate based on $k$.

### 2.4.2.3 Combining Strong Cut Generation and Multiple Cuts

We use the strategies explained in 2.4.2.1 and 2.4.2.2 simultaneously. In doing that, we first find the pareto-optimal cut and then disaggregate this pareto-optimal cut into multiple cuts. This requires solving PRT to find a pareto-optimal solution after solving SP and then disaggregating the cut as given in MPM.

### 2.4.3 Benders-Type Heuristic Approach

Computational experiments with the BD-based algorithms with or without acceleration strategies indicate that they are not promising to be used to solve largescale problem instances. We observe that the progress of the algorithms is limited due to difficulty in solving the master problems. This leads us to develop two Benders-Type heuristics that facilitate the solution of the master problems and keeping the rest of the algorithms essentially the same.

Our approach is based on obtaining $\left(\boldsymbol{y}^{h}, \boldsymbol{s}^{h}\right)$ at iteration $h$ in two steps: (1) determining the hubs to locate by solving a relaxed master problem and (2) finding the tree structure connecting the located hubs by solving a rooted spanning tree formulation. We adopt this approach because we observe that the constraints (2.67)-(2.71) that ensure the tree structure in the master problems increase the solution time of the master problems significantly or make them almost impossible to solve for large-size problems.

The master problems that need to be solved in the heuristic algorithms can be stated by eliminating the variables $\boldsymbol{s}^{h}$ and associated terms from the formulations. We
define two relaxed master problems, RelMP to be used while adding a single cut and MCMP to be used while adding multiple cuts.

## Model RelMP: Relaxed Master Problem with a Single Cut

Min $\eta$
s.t.
$\eta \geq \sum_{\mathrm{k} \in \mathrm{S}} \sum_{\mathrm{i} \in \mathrm{N}_{0}} b_{i k} e_{i k}^{h} \quad+\sum_{\mathrm{k} \in \mathrm{S}} \sum_{\mathrm{i} \in \mathrm{N}_{0}} \mathrm{~W}_{\mathrm{k}} f_{i k}^{h} \mathrm{y}_{\mathrm{i}}+\sum_{\mathrm{k} \in \mathrm{S}} \sum_{\mathrm{i} \in \mathrm{N}_{0}} \mathrm{~W}_{\mathrm{k}} g_{i k}^{h} \mathrm{y}_{\mathrm{i}}$
$\sum_{i \in H} y_{2 i}=p$
$y_{2 \mathrm{i}} \in\{0,1\} \quad \forall i \in H$

## Model MCMP: Relaxed Master Problem with Multiple Cuts

$\operatorname{Min} \sum_{k \in S} \eta_{k}$
s.t.

In addition to (2.83)-(2.84)
$\eta_{k} \geq \sum_{\mathrm{i} \in \mathrm{N}_{0}} b_{i k} e_{i k}^{h}+\sum_{\mathrm{i} \in \mathrm{N}_{0}} \mathrm{~W}_{\mathrm{k}} f_{i k}^{h} \mathrm{y}_{\mathrm{i}}+\sum_{\mathrm{i} \in \mathrm{N}_{0}} \mathrm{~W}_{\mathrm{k}} g_{i k}^{h} \mathrm{y}_{\mathrm{i}} \quad \forall k \in S$
RelMP and MCMP solved at iteration $h$ determine the values of $\boldsymbol{y}^{h}$ where $p$ of the variables are 1 and the remaining are zero. To determine the tree structure among the given hub locations $i$ with $y_{2 i}=1$, we solve a rooted spanning tree formulation, SPTree, based on single commodity flows $t_{i j}$. We define one of the hub locations, say node $\theta$, as the root/supply node from which one unit of fictitious flow is sent to other hub locations, i.e., a total of $p-1$ units of flow is sent from $\theta$. After solving SPTree, for the arcs with $t_{i j}>0$, we set $s_{i j}=1$. The solution $\left(\boldsymbol{y}^{h}, \boldsymbol{s}^{h}\right)$ is then fed into SP.

Model SPTree: Rooted Spanning Tree Formulation Restricted to Hub Locations
$\min Z^{*}=\sum_{k \in S} \sum_{(i, j) \in A_{0}} c_{i j} t_{i j}$
$\sum_{j \in F_{\theta}^{\text {out }}}^{\text {s.t. }} t_{\theta j}=p-1$

$$
\begin{array}{ll}
\sum_{j \in F_{\beta}^{\text {out }}} t_{\beta j}-\sum_{j \in F_{\beta}^{\text {in }}} t_{j \beta}=-1 & \beta \in(H-\theta) \\
\sum_{j \in F_{\beta}^{\text {out }}} t_{\beta j}-\sum_{j \in F_{\beta}^{\text {in }}}^{t_{j \beta}=0} & \beta \in\left(N_{2}-H\right) \\
t_{i j} \geq 0 & (i, j) \in A_{2}
\end{array}
$$

Given the relaxed master problems (RelMP and MCMP) and SPTree, we define two Benders-Type Heuristic algorithms, BDHEUR1 and BDHEUR2, that are mainly different in the acceleration strategies employed and the master problem solved. In BDHEUR1, we only generate strong cuts. In the application of the algorithm, we first determine a pareto-optimal cut as explained in Section 2.4.2.2 and then add it to RelMP. In BDHEUR2, we use two strategies together, generating strong cuts and disaggregating Benders cuts. In the application of the algorithm, we determine a paretooptimal cut, disaggregate this cut into multiple cuts as explained in Section 2.4.2.3, and add them to MCMP. We outline the steps of BDHEUR1 below. The steps of BDHEUR2 are the same as BDHEUR1 except that we solve MCMP instead of RelMP, i.e., replace RelMP with MCMP. In the application of the algorithms, we solve SP and SPTree to optimality and RelMP/MCMP until an optimality gap of $10 \%$ is achieved. Moreover, for the test problems on PMED400 and PMED500, we set a time limit of 1 h and 5 h , respectively, for the Model PRT that finds a pareto-optimal cut because we observe that strong cuts are obtained within that time limit.

In the algorithm, UB and $z_{S P}^{*}$ represent the upper bound and the optimal objective function value for SP , respectively.

## Algorithm BDHEUR1: Benders-Type Heuristic 1 Employing Strong Cut Generation.

## Step 1: (Initialization)

Set $\boldsymbol{y}^{h}$ and $\boldsymbol{s}^{h}$ to an initial feasible integer solution.
Set time limit.
Set $U B=+\infty$
Set $h=0$
Find a core point $\left(\boldsymbol{y}^{0}, \boldsymbol{s}^{\mathbf{0}}\right)$ for strong cut generation
Step 2: Solve SP (2.55)-(2.62)
Step 3: Set UB=min(UB, $\left.z_{S P}^{*}\right)$
Step 4: Solve PRT (2.74)-(2.78) to choose a strong cut
Step 5: Add cut(s) to RelMP (2.81)-(2.84)

Step 6: Solve RelMP (2.81)-(2.84) to get $y$
Step 7: Solve SPTree (2.87)-(2.91) to get $\boldsymbol{s}$
Step 8: Set $h=h+1$
Step 9: Set $\boldsymbol{y}^{h}=\boldsymbol{y}$ and $\boldsymbol{s}^{\boldsymbol{h}}=\boldsymbol{s}$
Step 11: If elapsed time $>$ time limit, stop. Otherwise, go to Step 2

### 2.5 Computational Experiments

We conduct computational experiments to test the performance of the proposed model and solution methodologies. Specifically, we observe the performance of MATHLP using CPLEX, Gurobi, Gurobi with NoRel Heuristic, and LocalSolver and Benders-type heuristics. We prefer the aforementioned solvers and algorithms because they are known to be effective for difficult MIP problems. In the application of Gurobi with NoRel heuristic, which may be useful for models where the root relaxation is quite expensive, the NoRel heuristic first tries to find a high-quality feasible solution in the allocated time and then Gurobi implements the branch and cut algorithm with the feasible solution found by the NoRel heuristic [82]. Localsolver is an innovative optimization solver combining exact and heuristic techniques and finds high-quality solutions for large-scale optimization problems [83]. However, LocalSolver cannot find feasible solutions even for small-size instances. Gurobi with NoRel heuristic performs much better than Gurobi for all instances in finding feasible solutions. Because of this, we only present the results obtained by CPLEX and Gurobi with NoRel Heuristic against the results obtained by Benders-type heuristics.

We define test problems on TR81, PMED200, PMED300, PMED400, and PMED500 networks. TR81 is defined by Akgün and Tansel [6] and the non-complete transportation network of Turkey including all 81 cities of Turkey. The edges on TR81 are defined only between adjacent cities. The length of the edges on TR81 are assumed to be the direct distances from the high-way transportation network of Turkey. PMED200 through PMED500 are the non-complete networks used for the $p$-median problem instances (e.g., Beasley [84]) with the numbers indicating the number of nodes. Different test problems are created on the networks by changing $|H|$ and $p$ where $E^{*}=$ $E, N^{*}=N$ and $H \subseteq N^{*}$. For all test problems, $w_{i j}$ is uniformly distributed with the interval $(10,30)$. For all arcs, $\chi_{i j}$ and $\delta_{i j}$ are taken as 1 whereas $\alpha_{i j}$ is taken as 0.7 . In all problems, $S=D=N$.

We code the models and the algorithms using GAMS and conduct the experiments on a PC with 3.6 GHz Intel Core i7-7700CPU processor and 32 GB of RAM for TR81, PMED200, PMED300 instances and on a server with Intel ${ }^{\circledR}$ Xeon ${ }^{\circledR}$ CPU E5-2683 V4 @ 2.1 GHz 64 core processor and 256 GB of RAM for PMED400 and PMED500 instances due to memory requirements. The runtime for the solvers and the algorithms is set to 24 h ( 86,400 secs). In using Gurobi with NoRel heuristic, we assign 12 h for the NoRel heuristic and 12 h for the branch and cut algorithm because we obtain high-quality feasible solutions with this setting.

In the tables, we present (1) the runtime ( $T$ ) in CPU secs, the lower bound (LB), the objective function value of the best integer solution at the end of runtime (BP) obtained by CPLEX or Gurobi with NoRel heuristic, and the relative optimality gap (Gap\%) between LB and BP for MATHLP and (2) the best integer solution achieved either from CPLEX or Gurobi with NoRel heuristic (BP*); the number of iterations (\# of iters), LB, and UB achieved by the heuristic algorithms.

### 2.5.1 Computational experiments for MATHLP using CPLEX and Gurobi with NoRel heuristic

Table 2.2 gives the results obtained solving MATHLP by CPLEX and Gurobi with NoRel heuristic. In solving MATHLP using CPLEX, we use two different parameter settings that differ only in the value of mipemhasis parameter. The mipemphasis parameter value tells CPLEX what the balance between finding better feasible solutions and proving optimality should be in solving a model. We use two values of mipemphasis parameter, namely, "balance feasibility and optimality" and "feasibility" because our focus is to find better feasible solutions. With regard to finding BP values, no setting dominates the other one. In this regard, we present the results of the setting under which better BP value is obtained for each instance in Table 2.2.

In Table 2.2, bold and italic values indicate the same or better BP and $L B$ values for each instance. Gurobi with NoRel heuristic (CPLEX) mostly finds better BP (LB) values than CPLEX (Gurobi with NoRel heuristic); however, it cannot find a solution for Problem 30. The last column indicates the best BP values, $\mathrm{BP}^{*}$. Table 2.2 shows that as the problem size increases, the optimality gaps increases considerably indicating that it becomes more difficult to solve large-scale problems.

Table 2.2 Test results for MATHLP using CPLEX and Gurobi with NoRel heuristic.

|  |  |  |  |  |  | CPLEX |  |  | Gurobi with NoRel Heuristic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Pr. } \\ & \text { Id } \end{aligned}$ | $\begin{aligned} & \text { y } \\ & 0 . \\ & \frac{0}{0} \\ & \text { Z } \end{aligned}$ | \|N| | \|H| | p | $\begin{gathered} \mathrm{T} \\ (\mathrm{secs}) \end{gathered}$ | LB | BP | Gap <br> (\%) | LB | BP | Gap <br> (\%) | BP* |
| 1 |  | 81 | 30 | 3 | 84840 | 113261890 | 113261890 | 0.0 | 113120288 | 113261890 | 0.0 | 113261890 |
| 2 |  | 81 | 30 | 5 | 86400 | 100804000 | 103530000 | 2.7 | 102044941 | 103530000 | 1.4 | 103530000 |
| 3 |  | 81 | 50 | 3 | 86400 | 107115000 | 112944470 | 5.4 | 105087303 | 112944470 | 7.0 | 112944470 |
| 4 |  | 81 | 50 | 5 | 86400 | 96404800 | 103014691 | 6.9 | 95881444 | 102883188 | 6.8 | 102883188 |
| 5 |  | 81 | 50 | 8 | 86400 | 91322400 | 97216421 | 6.5 | 91015050 | 96098414 | 5.3 | 96098414 |
| 6 |  | 81 | 50 | 10 | 86400 | 89545200 | 93852241 | 4.8 | 88953013 | 93793657 | 5.2 | 93793657 |
| 7 | $\bar{\infty}$ | 81 | 60 | 3 | 86400 | 102576000 | 112944470 | 10.1 | 100724739 | 112944470 | 10.8 | 112944470 |
| 8 | 告 | 81 | 60 | 5 | 86400 | 95209200 | 103426356 | 8.6 | 94446443 | 102940709 | 8.3 | 102940709 |
| 9 |  | 81 | 60 | 8 | 86400 | 89687000 | 96185436 | 7.2 | 90368120 | 96098414 | 6.0 | 96098414 |
| 10 |  | 81 | 60 | 10 | 86400 | 89205300 | 94098044 | 5.5 | 88302192 | 93793657 | 5.9 | 93793657 |
| 11 |  | 81 | 81 | 3 | 86400 | 99773300 | 113067656 | 13.3 | 98948604 | 113067656 | 12.5 | 113067656 |
| 12 |  | 81 | 81 | 5 | 86400 | 93627400 | 102909588 | 9.9 | 93297541 | 102883188 | 9.3 | 102883188 |
| 13 |  | 81 | 81 | 8 | 86400 | 89710800 | 98401597 | 9.7 | 89309497 | 96184127 | 7.1 | 96184127 |
| 14 |  | 81 | 81 | 10 | 86400 | 86910600 | 94461872 | 8.7 | 87454873 | 93710445 | 6.7 | 93710445 |
| 15 | $\bigcirc$ | 200 | 200 | 3 | 86400 | 69962197 | 83921015 | 20.0 | 70242011 | 82844187 | 15.2 | 82844187 |
| 16 | N | 200 | 200 | 5 | 86400 | 67681170 | 81743444 | 20.8 | 67065627 | 77314463 | 13.2 | 77314463 |
| 17 | $\sum_{\sum}^{\|x\|}$ | 200 | 200 | 8 | 86400 | 65226836 | 74061217 | 13.5 | 64502322 | 72475694 | 11.0 | 72475694 |
| 18 | Q | 200 | 200 | 10 | 86400 | 63947068 | 72858377 | 13.9 | 63309299 | 71176399 | 11.0 | 71176399 |
| 19 | $\bigcirc$ | 300 | 300 | 3 | 86400 | 100542251 | 152379779 | 34.0 | 102105607 | 129512902 | 21.2 | 129512902 |
| 20 | ก | 300 | 300 | 5 | 86400 | 93990900 | 148400000 | 36.3 | 99812107 | 126641742 | 21.2 | 126641742 |
| 21 | ) | 300 | 300 | 8 | 86400 | 97915345 | 118263997 | 17.2 | 97631794 | 117762104 | 17.1 | 117762104 |
| 22 | Q | 300 | 300 | 10 | 86400 | 96342738 | 111688878 | 13.7 | 97046000 | 112496864 | 13.7 | 111688878 |
| 23 |  | 400 | 400 | 3 | 86400 | 129405098 | 2521891782 | 94.9 | 126492232 | 188065072 | 32.0 | 188065072 |
| 24 | $\square$ | 400 | 400 | 5 | 86400 | 126975841 | 159334212 | 20.3 | 125777210 | 217002369 | 42.0 | 159334212 |
| 25 | $\frac{\sqrt{y}}{\Sigma}$ | 400 | 400 | 8 | 86400 | 125823824 | 191544185 | 34.3 | 124213039 | 185954774 | 33.0 | 185954774 |
| 26 | \& | 400 | 400 | 10 | 86400 | 125305399 | 152776681 | 18.0 | 123575853 | 164174581 | 24.0 | 152776681 |
| 27 |  | 500 | 500 | 3 | 86400 | 172189807 | 3954137863 | 95.7 | 169677900 | 288398427 | 41.2 | 288398427 |
| 28 | iٌ | 500 | 500 | 5 | 86400 | 172544439 | 3920051544 | 95.6 | 163650171 | 267833441 | 38.8 | 267833441 |
| 29 | $\stackrel{1}{5}$ | 500 | 500 | 8 | 86400 | 171012235 | 3952102853 | 95.7 | 159240544 | 238740589 | 33.3 | 238740589 |
| 30 | 边 | 500 | 500 | 10 | 86400 | 169673118 | 4094682459 | 95.9 | 160733186 | no solution | - | 4094682459 |

### 2.5.2 Computational Experiments with the Benders-type

## Heuristics

We initiate the algorithms with an initial solution $(\boldsymbol{y}, \boldsymbol{s})$ where $\boldsymbol{y}$ is found by setting its first $p$ elements to 1 and the remaining to 0 and $\boldsymbol{s}$ is found by solving SPTree. We use a core point with $\boldsymbol{y}^{0}=1$ and $\boldsymbol{s}^{0}=0$ since computational results indicate that this core point yields stronger cuts.

Table 2.3 presents the results. In the table, we give GapHeur (\%) defined as $100 \times\left(U B-B P^{*}\right) / B P^{*}$ in order to compare the solutions of the heuristics to $\mathrm{BP}^{*}$, the best solution found by either CPLEX or Gurobi with NoRel heuristic. A positive (negative) value indicates that the UB achieved by the heuristic algorithm is worse (better) than BP*. Instances with bold UB values are the ones for which a heuristic can either find the same solution or a better solution than CPLEX or Gurobi with NoRel heuristic.

Italic (normal or bold) UB values are used to show the heuristic that produces a better UB than the other heuristic. BDHEUR1 produces better UB values for 8 problems (4, 6, 9, 10, 11, 24-26) while BDHEUR2 produces better UB values for 19 problems ( $2,5,8,12-23,27-30$ ). For the remaining problems, they find the same solutions. UB values found by BDHEUR1 (BDHEUR2) are on the average $0.39 \%$ (5.2\%) better than those of BDHEUR2 (BDHEUR1). Considering these results, we can conclude that BDHEUR2 performs better than BDHEUR1. In this regard, we will continue our analysis with BDHEUR2.

For TR81 instances, GapHeur values change from $0 \%$ to $3 \%$ with an average of $1.6 \%$. The heuristic can find a solution equivalent to $\mathrm{BP}^{*}$ for three instances (problems 1,3 , and 7) out of 14 instances. For the remaining instances for which $\mathrm{BP}^{*}$ values are better, GapHeur values change from $0.1 \%$ to $3 \%$.

For PMED200 instances, GapHeur values range from $-0.3 \%$ to $1.8 \%$ with an average of $0.6 \%$. The heuristic can find a better solution for one instance (problem 15) and the same solution for one instance (problem 16) out of 4 instances. For PMED300 instances, GapHeur values change from $-2 \%$ to $3.9 \%$ with an average of $1.5 \%$. The heuristic can find a better solution for one instance (problem 21) out of 4 instances. For PMED400 instances, GapHeur values change from $-17 \%$ to $-0.2 \%$ with an average of $-7.5 \%$. For PMED500 instances, GapHeur values change from $-94.8 \%$ to $-7.3 \%$ with an average of $-31.8 \%$. The heuristic can find a better solution for all instances.

The results show that, as the network size gets larger, CPLEX or Gurobi with NoRel heuristic find a solution with high optimality gaps. On the other hand, the heuristics can find solutions either close to or better than those found by CPLEX or Gurobi with NoRel heuristic, i.e., Benders-type heuristic algorithms are effective in finding good solutions.

Table 2.3 Test results for the instances using BDHEUR (T=24h)


### 2.6 Conclusion

In this chapter, we present the Multiple Allocation Tree of Hubs Location Problem where the hub-level network is required to have a tree topology and transportation cost of sending flows between OD pairs is minimized. Most studies in the literature assume a complete network with costs satisfying the triangle inequality to formulate the problem. If the underlying real-life network is not complete or complete but its distances do not satisfy the triangle inequality, a preprocessing on the underlying network is implemented to construct a complete network whose costs satisfy the triangle inequality.

Unlike the previous studies, we have defined the problem on non-complete networks and developed a modeling approach that does not require any specific cost and network structure. The modeling approach allows us to use the structure of the real physical network directly in the formulation of the problem. We have shown that the proposed modeling approach may produce better solutions than a modeling approach that uses a complete network structure whose costs satisfy the triangle inequality, which may result from the differences in the selection of the hubs, the flow routes between hubs, and the assignments of non-hub nodes to hub nodes. The proposed approach may also provide more flexibility in modeling several characteristics real-life hub networks, e.g., the interactions between location and routing decisions, arcs with different costs and capacities, different topology and service level requirements.

In the study, we have solved the proposed model by CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic and developed BD-based heuristic algorithms using two acceleration strategies, namely, strong cut generation and cut disaggregation. We have conducted computational experiments using networks with up to 500 nodes. As the network size gets larger, the resulting optimality gaps are high for the solutions found by CPLEX or Gurobi with NoRel heuristic. On the other hand, the heuristic can find solutions either close to or better than those found by CPLEX and Gurobi with NoRel heuristic for all instances, i.e., Benders-type heuristic algorithms are effective in finding good solutions.

In the future, we may incorporate other acceleration strategies not considered in this study, e.g., reduction of the model size and selection of good initial cuts, to improve the progress of exact Benders algorithms or Benders-type heuristics. We may develop hybrid algorithms utilizing metaheuristics and Benders decomposition to improve the
effectiveness of the heuristic algorithms. A problem specific branch-and-bound algorithm may be developed as well.

## Chapter 3

## MULTIPLE ALLOCATION ARC CAPACITATED HUB LOCATION PROBLEM

In this chapter, we consider Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP) that imposes an upper limit on the flow traversing some of the arcs in the network. The objective of the problem is to minimize the total transportation cost needed to transport the given flow between OD pairs via hub nodes with locating $p$ hubs and satisfying the capacity constraints defined on the arcs.

Most hub location problems are known to be NP-hard (e.g., Carello et al. [32]; Alumur and Kara [1]; Contreras and O'Kelly [4]). MACHLP is NP-hard as well since MACHLP can be transformed into the uncapacitated multiple allocation hub location problem known to be NP-hard [85].

In Section 3.1, we give the related literature for MACHLP. We propose a new MIP model for MACHLP that is built upon the problem setting adopted by Akgün and Tansel [6]. We use the 3-layered framework introduced before. In Chapter 3.2 we discuss the advantages of using the proposed modeling approach. In Section 3.3, we define the problem and present the details of the MIP model. The proposed model is defined on non-complete networks but can also be used with complete networks. We solve the model by the CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic. In Section 3.4, we develop a heuristic approach based on Simulated Annealing (SA) algorithm. In Section 3.5, we present the computational tests conducted to assess the performance of the proposed heuristic using instances defined on different networks with the number of nodes changing from 81 to 400. In Section 3.6, we conclude the chapter.

### 3.1 Literature Review

Capacity constraints on the hub networks may be imposed both on the nodes and the arcs of the network. However, most studies incorporate capacity constraints only on the nodes. In these studies, an upper limit is imposed on the incoming or outgoing flow at the hub nodes. A motivating example for hub capacitated HLP is the postal delivery application. In postal delivery, the volume of mail that hubs can sort is limited by time constraints resulting in capacity restriction on the hub nodes. Hub capacitated versions of HLPs with single allocation strategy are studied by Campbell [17], Ernst and Krishnamoorthy [18], Labbé et al. [21], Correia et al. [23], Contreras et al. [24], [25]. Capacitated versions of HLPs with multiple allocation strategy are studied by Campbell [17], Ebery et al. [19], Boland et al. [20], and Marín [86].

Carello et al. [32], Yaman and Carello [87], and Yaman [47] study the single allocation hub capacitated HLPs with modular link capacities. They consider fixed costs of installing hubs and fixed costs of installing the required capacity on each edge to route the traffic. They install a number of links with fixed capacity on the edges and determine the capacity required to route the traffic on an edge. Their aim is to design the hub network by minimizing the sum of hub costs and link costs. These problems appear to be a design rather than an allocation problem. In this regard, these problems are different from the problem that we address. Our problem MACHLP deviates from these studies by minimizing the total transportation cost by satisfying the capacity constraints defined apriori on the arcs.

Contreras and O'Kelly [4] and Alumur et al. [25] state that the capacity constraints may arise not only at the hub facilities but also at the arcs of the network, and arc capacities are important in some settings of HLPs in which amount of flow traversing the arcs has an upper limit. Bryan [26] is the first to introduce a model in which capacities are associated with the hub arcs rather than with the hub nodes. He states that large amounts of flow traveling across the same hub arc can create practical problems and, moreover, physical constraints can place a limit on the amount of flow that can be handled on any single hub arc. Bryan [26] modifies the model (FLOWLOC) developed by Bryan and O'Kelly [88] to include capacitated hubs arcs by adding the required constraints. The FLOWLOC model is a multiple allocation HLP model with the objective of minimizing the total flow cost. It allows unit costs to vary with the amount flow traversing the hub arcs instead of assuming a fixed discount for the hub
arcs. For this purpose, the model includes a piecewise linearization of a nonlinear cost function in which costs increase at a decreasing rate as flows increase. With the computational experiments carried out, Bryan and O'Kelly [88] conclude that only a few of the hub arcs amass large amounts of flow when they use the FLOWLOC model. For that reason, Bryan [26] proposes that a capacitated network may be required to prevent congestion problems on the heavily traveled hub arcs and modifies the FLOWLOC model by incorporating the hub arc capacities. In the computational experiments, Bryan [26] uses a data set based on airline passenger travel with 100 nodes. He uses fixed hub locations to be able to examine the effects of capacity constraints and also compares alternative sets of hub locations while maintaining reasonable computation times. In order to examine the effect on network design as the capacity changes, several different capacity levels are examined. Hub arc flows from the uncapacitated version of the model are used as a guide in determining the upper and lower bounds for the capacity levels. As expected, total network cost per unit flow increases as the capacity level decreases and heavily traveled hub arcs are avoided with the hub arc capacities.

Sasaki and Fukushima [27] present a new formulation of a one-stop capacitated hub-and-spoke model that involves arc capacity constraints as well as hub capacity constraints. They state that arc capacity may represent the number of available aircrafts for the airline company on that arc. For the computational experiments, they use the CAB data set that contains the data of 25 US cities with the highest traffic of airline passengers in 1970. Rodríguez-Martín and Salazar-González [28] consider capacities both on the arcs and hubs. They propose two exact solution methods. One of the methods is a branch-and-cut algorithm based on a two-level nested decomposition scheme that performs better than the other method based on standard Benders decomposition. They evaluate and compare these algorithms on instances with up to 25 commodities and 10 potential hubs. For large instances, they develop a hybrid heuristic based on solving a sequence of linear programs. They conduct computational experiments on instances with 25 commodities and a number of hubs ranging from 30 to 50 to test the performance of their proposed heuristic. They conclude that they are able to obtain near-optimal solutions. Lin et al. [29] study capacitated p-hub median problem in which they consider both node and arc capacity constraints. They make an application to a Chinese air cargo network with the number of nodes equivalent to 40 .

The aforementioned formulations proposed for arc capacitated hub location problems assume that the modeled network MN is a complete network with arc distances (costs) satisfying the triangle inequality. We call this approach as the classical approach. In section 3.1.1, we give arc capacitated HLP models in the literature based on the classical approach.

### 3.1.1 Arc Capacitated Hub Location Models based on Classical Approach

Bryan [26] is the first to introduce a model in which capacities are associated with the hub arcs. Sasaki and Fukushima [27], Rodríguez-Martín and Salazar-González [28] and Lin et al. [29] also incorporate arc capacities in HLPs, but the problem given by Bryan [26] is closer to the problem that we address. For that reason, we give the model proposed by Bryan [26] in this section. We also make some modifications to this model to make it address exactly our problem. We call this modified model CAMARC and use it in Section 3.2 to be able to compare our proposed approach with the classical approach.

Bryan [26] considers a complete network $G=(N, A)$ whose set of nodes, $N=\{1$, $\ldots, n\}$, represents the set of origins and destinations nodes. Indices $i, j, k, m$ refer to locations while $q$ refers to different levels of costs corresponding to different flow volumes. Bryan [26] allows unit costs to vary with the amount flow traversing the hub arcs instead of assuming a fixed discount for the hub arcs. For this purpose, the model includes a piecewise linearization of a nonlinear cost function in which costs increase at a decreasing rate as flows increase. For this purpose, $a_{q}$ and $F C_{q}$ represent interhub discount factor (the slopes of the piece-wise lines) and fixed cost (the intercepts of the piece-wise lines) respectively. Bryan [26] denote $w_{i j}$ as the demand of product from $i$ to $j$ for each pair of nodes $i, j \in N$ and $c_{i j}$ as the transportation cost of a unit of flow between $i$ and $j$. Bryan [26] defines $X_{i j k m}$ as the proportion of flow from $i$ to $j$ that is routed via hubs $k$ and $m$, respectively, $R_{i k m}$ as the total flow originating from node $i$ on the hub $\operatorname{arc}(k, m) . Z_{k}$ takes the value 1 if node $k$ is a hub, 0 otherwise and $Y_{q k m}$ takes the value 1 if the flow on interhub link $(k, m)$ will be charged $F C_{q}, 0$ otherwise.

With these definitions, the model proposed by Bryan [26] is given below:

$$
\begin{equation*}
\operatorname{Min} \sum_{i} \sum_{j} \sum_{k} \sum_{m} w_{i j}\left(c_{i k}+c_{j m}\right) X_{i j k m}+\sum_{q} \sum_{k} \sum_{m} c_{k m}\left(a_{q} R_{i k m}+F C_{q} Y_{q k m}\right) \tag{3.1}
\end{equation*}
$$

s.t.
$\sum_{k} Z_{k}=\mathrm{p}$
$\sum_{k} \sum_{m} X_{i j k m}=1$
$\sum_{m} X_{i j k m}-Z_{k} \leq 0$
$\sum_{k} X_{i j k m}-Z_{m} \leq 0$

$$
\begin{equation*}
\forall i, j, m \tag{3.5}
\end{equation*}
$$

$\sum_{q} R_{q k m}=\sum_{i} \sum_{j} w_{i j} X_{i j k m} \quad \forall k, m, k \neq m$
$\sum R_{q k m}=\sum \sum w_{i j} X_{i j k m} \quad \forall k, m, k \neq m$
$R_{q k m}-Y_{q k m} \sum_{i} \sum_{j} w_{i j} \leq 0 \quad \forall k, m, k \neq m$
$X_{k m k m} \geq Z_{k}+Z_{m}-1 \quad \forall k, m$
$\sum_{q} Y_{q k m}-X_{k m k m}=0 \quad \forall k, m, k \neq m$
$\sum_{i} R_{q k m} \leq C A P \quad \forall k, m$
$X_{i j k m} \geq 0$
$\forall i, j, k, m$
$R_{q k m} \geq 0$
$\forall q, k, m$
$\mathrm{Z}_{\mathrm{k}} \in\{0,1\}$
$\forall k$
$Y_{q k m} \in\{0,1\} \quad \forall q, k, m$

The objective function (3.1) minimizes the total transportation cost. Constraint (3.2) locates $p$ hubs and Constraints (3.3) ensure that every pair of nodes (i,j) is allocated to a path via hub nodes $k$ and $m$. Constraints (3.4) and (3.5) guarantee that the flow will not be routed via hubs $k$ and $m$ unless $k$ and $m$ are actually hubs. Constraints (3.6) calculate the total amount of flow traveling across each hub arc. When total
transportation cost is calculated, the amount of flows on each hub arc is multiplied by the corresponding slope $\left(a_{q}\right)$ and the fixed $\operatorname{cost}\left(F C_{q}\right)$ is then added. Constraints (3.7) ensure that the correct fixed cost is associated with its corresponding hub arc discount. Constraints (3.8) require two hubs to utilize their own hub arc when interacting with each other, while Constraints (3.9) say that exactly one $Y_{\text {qkm }}$ must be equal one if both $k$ and $m$ are hubs. Constraints (3.8) and (3.9) force all hub arcs to be open and used. Constraints (3.10) state that the amount of flow traveling across a hub arc must be less than or equal to the capacity of the arc. Lastly, Constraints (3.11)-(3.14) define decision variables.

To obtain CAMARC, three main changes are made in the model of Bryan [26]. Specifically, (1) unit costs varying with the amount of flow traversing the hub arcs is replaced with fixed discount factor $(\alpha)$ for the hub arcs, (2) access arc capacities are incorporated in addition to hub arc capacities, and (3) complete hub-level network requirement is relaxed. Since we use a fixed discount factor, we do not use the decision variable $Y_{q k m}$. In CAMARC, three decision variables are used; (1) $X_{i j k m}$, (2) $Z_{k}$, and (3) $R_{i k m}$.

The model for the classical approach of MACHLP with the same definitions used in the formulation of Bryan [26] is given below:

## Model CAMARC: The Model for the Classical Approach of MACHLP

$\operatorname{Min} \sum_{i} \sum_{j} \sum_{k} \sum_{m} w_{i j}\left(c_{i k}+c_{j m}\right) X_{i j k m}+\sum_{i} \sum_{k} \sum_{m} \alpha c_{k m} R_{i k m}$
s.t.
$\sum_{k} Z_{k}=p$
$\sum_{k} \sum_{m} X_{i j k m}=1$

$$
\begin{equation*}
\forall i, j \tag{3.17}
\end{equation*}
$$

$\sum_{m} X_{i j k m}-Z_{k} \leq 0$
$\forall i, j, k$
$\sum_{k} X_{i j k m}-Z_{m} \leq 0$
$\forall i, j, m$

$$
\begin{array}{ll}
\sum_{i} R_{i k m}=\sum_{i} \sum_{j} w_{i j} X_{i j k m} & \forall k, m, k \neq m \\
\sum_{i} R_{i k m} \leq c a p_{k m} & \forall k, m \\
\sum_{j} \sum_{m} w_{i j} X_{i j k m} \leq c a p_{i k} & \forall i, k \\
\sum_{i} \sum_{k} w_{i j} X_{i j k m} \leq c a p_{i k} & \forall j, m \\
X_{i j k m} \geq 0 & \forall i, j, k, m \\
R_{i k m} \geq 0 & \forall i, k, m \\
\mathrm{Z}_{\mathrm{k}} \in\{0,1\} & \forall k
\end{array}
$$

The objective function (3.15) minimizes the total transportation cost. Constraint (3.16) locates $p$ hubs and Constraints (3.17) ensure that every pair of nodes $(i, j)$ is allocated to a path via hub nodes $k$ and $m$. Constraints (3.18) and (3.19) guarantee that the flow will not be routed via hubs $k$ and $m$ unless $k$ and $m$ are actually hubs. Constraints (3.20) calculate the total amount of flow traveling across each hub arc. Constraints (3.21) state that the amount of flow traveling across a hub arc must be less than or equal to the capacity of the arc. Constraints (3.22) and (3.23) impose an upper limit on the flow on collection and distribution arcs respectively. Lastly, Constraints (3.24)-(3.26) define decision variables.

### 3.2 Comparison of the Hub Networks for Different Modeling Approaches

In this section, we investigate how the total cost, hub locations, and flow route between OD pairs change depending on the modeling approach used under different assumptions. We compare two modeling approaches: (1) The classical approach: Modeled network MN is complete and its distances satisfy the triangle inequality. (2) The proposed approach: MN is the same as the real-world network RealN that may be complete or non-complete. Before proceeding further we would like to clarify the classical approach more. To our knowledge, all studies on arc capacitated hub location problems assume that the modeled network MN is a complete network with arc distances (costs) satisfying the triangle inequality. However, arc capacities on a non-
complete RealN may not be easily incorporated when a complete MN is used because an arc in a complete MN may actually correspond to a shortest path consisting of several arcs with different capacities and not necessarily a single arc in RealN.


Figure 3.1 A non-complete network RealN with different arc capacities.
As an example, consider the non-complete network in Figure 3.1 where the numbers on the arcs represent the arc capacities. When a complete MN is created from this RealN by an algorithm (e.g., Floyd [7]), the arc ( 1,4 ) in MN actually corresponds to the shortest path consisting of arcs $(1,2),(2,3)$, and $(3,4)$ in RealN and hence the amount of flow that can be sent from node 1 to node 4 cannot exceed 50 . In this case, to incorporate arc capacities in RealN into MN, one may be tempted to assign a capacity of 50 to arc $(1,4)$ in MN. Similarly, a capacity of 50 may be assigned to $\operatorname{arcs}(1,3),(2,3)$, $(2,4),(3,2),(3,1),(4,1)$, and $(4,2)$ in MN. However, this assignment of arc capacities is not correct because this approach will allow 400 units to be sent between nodes 2 and 3 in MN, while the actual capacity is just 50 in RealN. In this regard, it is not easy to correctly represent the arc capacities in RealN with the current approach. Path-based formulation may be developed; however, finding all paths is computationally too expensive. For this reason, we adopt an approach where RealN is used as a part of MN, which allows us to easily incorporate arc capacities.

For comparison purposes, we use an 8-node non-complete network that consists of 8 cities in the Eagean region of Turkey as the nodes and the roads between neighboring cities as the arcs given in Figure 3.2. We assume that a discount factor of 0.7 is applied to the hub arc costs. We create different instances using different capacities for the arcs. We assume that all the arcs have the same capacity. We also assume that the shortest path arcs created for the complete network have the same capacity. In all instances, $p=3$ and $w_{i j}$ 's are drawn from a uniform distribution with the interval $[10,30]$.


Figure 3.2 Non-complete transportation network consisting of 8 cities of Eagean Region of Turkey.

We use CAMARC to represent the classical approach. We remark that the classical model needs as MN a complete network whose distances satisfy the triangle inequality to work correctly. In this regard, we apply the Floyd's Algorithm [7] to the non-complete network to find all-pairs shortest path distances and construct a complete network to obtain a solution for the non-complete network using the classical model. To represent the proposed approach, we use our proposed model for MACHLP, whose details are given in Section 3.3. The proposed model can use any type of network, i.e., complete or non-complete, as MN. In this regard, the proposed model uses directly the non-complete network and complete network as MN. We consider two cases: (1) Case 1: All hub arcs are assumed to have the same capacity, (2) Case 2: All hub and access arcs are assumed to have the same capacity.

In Case 1, we impose arc capacities only on hub arcs. We determine the capacities after finding the optimal flow values on hub arcs when there are no arc capacities. Table 3.1 shows the objective function values and hub nodes obtained by MACHLP and CAMARC for different capacity values. Please note that we assign the same capacity to all arcs in each instance in Table 3.1. When there are no arc capacities and arc capacities are not restrictive, i.e., 70, the same optimal objective function values and hub sets are obtained by MACHLP and CAMARC. When arc capacities are restrictive, i.e., changing from 60 to 10 , the optimal objective function values of MACHLP are better than those of CAMARC even though the same hub set is found by both models.

Table 3.1 Objective function values achieved and hub nodes located with the proposed Model MACHLP and Model CAM_ArcCap when hub arc capacities are imposed.

|  | MACHLP |  | CAMARC |  |
| :---: | :---: | :---: | :---: | :---: |
| Capacity of <br> each arc | Objective <br> Function <br> Value | Hub Nodes | Objective <br> Function <br> Value | Hub Nodes |
| No Capacity | 230138 | $2,3,5$ | 230138 | $2,3,5$ |
| 70 | 231584 | $1,4,5$ | 231584 | $1,4,5$ |
| 60 | 231780 | $1,4,5$ | 232008 | $1,4,5$ |
| 50 | 232607 | $1,4,5$ | 234042 | $1,4,5$ |
| 40 | 234506 | $1,4,5$ | 236762 | $1,4,5$ |
| 30 | 237524 | $1,4,5$ | 240822 | $1,4,5$ |
| 20 | 242655 | $1,5,6$ | 244771 | $1,5,6$ |
| 10 | 246637 | $1,5,6$ | 247847 | $1,5,6$ |

When we examine the solution of both models, we observe that the difference in the objective function values results from the fact that CAMARC can use only direct paths between hubs while MACHLP can use alternative paths connecting hubs. As an example, consider the HLNs in Figure 3.3 obtained by both models when the hub arc capacities are set to 40 . When hub arc capacities are 40 , nodes 1,4 , and 5 are chosen as hubs with both of the models. CAMARC use the shortest path distances to connect the hubs and create the HLN as given in Figure 3.3 (b). On the other hand, MACHLP can also use alternative paths connecting hubs, e.g., arcs $(1,2)$ and $(2,5)$ to connect the hubs 1 and 5 as given in Figure 3.3 (a). In this case, when the capacities of $\operatorname{arcs}(1,5)$ and $(5,1)$ are not enough for the flow between hubs 1 and 5, MACHLP also use the capacities of the arcs $(1,2)$ and $(2,5)$ to reach from hub 1 to hub 5 or use the capacities of the arcs $(5,2)$ and $(2,1)$ to reach from hub 5 to hub 1.


Figure 3.3 Hub Level Network (HLN) obtained using MACHLP and CAMARC when hub arc capacities are 40.

In case 2, we impose arc capacities on both hub arcs and access arcs and solve to optimality assigning capacities changing from 60 to 160 to all arcs. We assign the capacity values considering the solutions obtained when there are no constraints. Table 3.2 shows the objective function values and hub nodes found by MACHLP and CAMARC.

Table 3.2 Objective function values achieved and hub nodes located with the proposed Model MACHLP and Model CAM_ArcCap when hub and access arc capacities are imposed.

|  | MACHLP |  | CAMARC |  |
| :---: | :---: | :---: | :---: | :---: |
| Capacity of each <br> arc | Objective <br> Function <br> Value | Hub Nodes | Objective <br> Function <br> Value | Hub Nodes |
| No Capacity | 224024 | $2,3,5$ | 224024 | $2,3,5$ |
| 160 | 224024 | $2,3,5$ | 224024 | $2,3,5$ |
| 140 | 224024 | $2,3,5$ | 224884 | $2,3,5$ |
| 120 | 230862 | $2,3,5$ | 233278 | $2,3,5$ |
| 100 | 237834 | $1,5,6$ | 245537 | $2,3,5$ |
| 80 | 247603 | $2,3,8$ | 259089 | $3,5,6$ |
| 60 | Infeasible | NA | 300790 | $3,5,6$ |

When there are no arc capacities or when arc capacities are not restrictive, i.e., 160, both approaches give the same objective function value and hub set. When arc capacities change from 100 to 140 , the optimal objective function values of MACHLP
are better than those of CAMARC even though the same hub sets are found by both models. When arc capacities are 80 and 100 , the optimal objective function values and hub sets obtained by both models are different. The objective function values of MACHLP are better than those of CAMARC. When the arc capacity is 60 , MACHLP cannot find a feasible solution while CAMARC finds a solution. When we examine the solutions of both models, we observe that the differences result from the facts that CAMARC can use only direct paths while MACHLP can use alternative paths as in Case 1 and CAMARC uses the capacities of the arcs more than once. As an example, consider the flows of commodity 7 originating from node 7 in Figure 3.4 obtained by both models when all the arc capacities are set to 120 . Red arcs indicate the flow routes and numbers on the red arcs show the amount of flow. The total amount of flow originating from node 7 is 140 . Since arc capacities are 120 , MACHLP sends 120 units of flow from node 7 to hub 5 directly and sends the remaining 20 units of flow from node 7 to hub 5 on an alternative path $(7,8)$ and $(8,5)$ as shown in Figure 3.4 (a). On the other hand, CAMARC sends 120 units of flow from node 7 to hub 5 and sends the remaining 20 units of flow from node 7 to hub 2 directly. The direct path $(7,2)$ in MN actually corresponds to the shortest path consisting of the arcs $(7,5)$ and $(5,2)$. Since the capacity of $(7,5)$ is already used, CAMARC uses its capacity again while sending flows on $(7,2)$.

(a)MACHLP


Non-hub Node
$\longrightarrow$ Flows
(b)CAMARC

Fows RealN

Figure 3.4 Flow routes of commodity 7 originating from node 7 using MACHLP and CAMARC when all arc capacities are 120

The examples in this section indicate that incorporating arc capacities in RealN is not possible with the classical approach even when all arcs are assigned the same capacity unless RealN is a complete network with arc distances satisfying the triangle inequality. On the other hand, the proposed approach allows incorporating capacities easily. When capacities are restrictive, the proposed approach may find better solutions. Moreover, in some cases, the classical approach may not satisfy the arc capacity constraints.

### 3.3 Problem Definition and Mathematical Formulation

We define Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP) based on the modeling framework given by Akgün and Tansel [6] who propose a problem setting and modeling framework that allows non-complete or complete RealN with any cost structure to be used as MN for the multiple allocation phub median problem. The proposed problem setting and modeling framework are discussed in Section 2. However, for the purposes of easy reference and integrality of the section, we repeat the relevant parts here as well.

We consider an undirected and connected network $G=(N, E)$ (RealN) with node set $N=\{1, \ldots, n\}$ and edge set $E$. Node set $N$ has subsets as $S \subseteq N$ and $D \subseteq N$ that are supply (demand) nodes and demand (destination) nodes respectively. The same node can be the element of both $S$ and $D$. A node $i \in S$ generates flows $w_{i j}>0$ for some $j \in$ $D$. We define $G^{*}=\left(N^{*}, E^{*}\right)$ as the subnetwork of $G$ where inter-hub transportation is possible. $E^{*}$ stands for the set of edges that can be used as hub arcs and $N^{*}$ stands for the set of nodes that are incident to $E^{*} . H \subseteq N^{*}$ is the set of nodes that are appropriate to be chosen as hubs.

We define $l_{i j}$ as the length of edge $\{i, j\}$ with $l_{i j}=l_{j i}$. The $\chi_{i j}, \alpha_{i j}$, and $\delta_{i j}$ stand for the cost of moving one unit of flow per unit length along the edge $\{i, j\}$ for collection, transfer, and distribution, respectively. To achieve economies of scale from inter-hub transportations, the cost of moving one unit of flow per unit length along an inter-hub edge is defined less than the cost of moving one unit of flow per unit length along collection and distribution edges as $\alpha_{i j} \leq \chi_{i j}$ and $\alpha_{i j} \leq \delta_{i j}$.

We formulate the problems using a three-layer network in which first, second and third layers represent collection/supply, transfer/hub and distribution/demand layers,
respectively as Akgün and Tansel [6]. We construct the modeled network MN as $G_{0}=$ $\left(N_{0}, A_{0}\right)$ using the directed version of $G=(N, E), G^{\prime}=(N, A)$. We create the supply layer network $G_{1}=\left(N_{1}, A_{1}\right)$ and the distribution layer network $G_{3}=\left(N_{3}, A_{3}\right)$ by exactly copying $G^{\prime}=(N, A)$. The hub layer network $G_{2}=\left(N_{2}, A_{2}\right)$ is the subnetwork of $G^{\prime}$ that corresponds to $G^{*}=\left(N^{*}, E^{*}\right)$ with $N_{m}=\{m 1, m 2, \ldots, m n\}$ and $A_{m}=$ $\{(m i, m j):(i, j) \in A\}$ where $m=1,2,3$ representing the layers of the network. We assume that in MACHLP, capacity constraints may not arise on all arcs of the network. For that reason, we define $A^{\text {cap }} \subseteq A_{1} \cup A_{2} \cup A_{3}$ as the set of arcs with capacity limits.

MACHLP aims to (1) select $p$ nodes from hub set $H$, (2) determine the service routes between OD pairs that visit at least one hub node by satisfying the capacity requirement on the amount of allowable flow on the arcs $A$ (collection arcs $A_{1}$, inter-hub $\operatorname{arcs} A_{2}$ and distribution $\operatorname{arcs} A_{3}$ ) such that total transportation cost is minimized with using a multiple allocation strategy.

We define $w_{i j}$ 's as the flows with $i \in S$ and $j \in D$ sent from $1 i \in N_{1}$ to $3 j \in N_{3}$ through $G_{0}$. $W_{i}$ is the total supply of commodity $i$ at node $1 i$ defined as $W_{i}=\sum_{j \in D} w_{i j}$. The $b_{\beta k}$ is the amount of supply/demand of commodity $k$ at node $\beta \epsilon N_{0} . F_{\beta}^{\text {out }}\left(F_{\beta}^{\text {in }}\right)$ is the forward (inward) star of a node $\beta \in\left(N_{1} \cup N_{2} \cup N_{3}\right)$.

The unit cost of each arc $c_{i j}$ is defined as;

$$
c_{i j}=\left\{\begin{array}{cc}
\chi_{i j} \times l_{i j} & \text { for }(1 i, 1 j),(i, j) \in A \\
\alpha_{i j} \times l_{i j} & \text { for }(2 i, 2 j),(i, j) \in A^{*} \\
\delta_{i j} \times l_{i j} & \text { for }(3 i, 3 j),(i, j) \in A \\
0 & \text { for }(1 i, 2 i) \text { or }(2 i, 3 i), i \in H
\end{array}\right.
$$

To incorporate arc capacities, we define $\operatorname{cap}_{i j}$ as the capacity on the amount of allowable flow on $\operatorname{arc}(i, j) \in A^{c a p}$.

The decision variables used in the formulation are (1) $x_{i j k}$ that presents the amount of flow of commodity $k \in S$ in arc $(i, j)$ and (2) $y_{2 i}$ that takes on the value of 1 when a hub is located at node $i \in H$ and 0 otherwise.

With these definitions, the proposed model for MACHLP is given below:

Model MACHLP: Model Multiple Allocation Arc Capacitated Hub Location Model
$Z^{*}=\operatorname{Min} \sum_{k \in S} \sum_{(i, j) \epsilon A_{0}} c_{i j} x_{i j k}$

$$
\begin{array}{ll}
\sum_{j \in F_{\beta}^{o u t}} x_{\beta j k}-\sum_{j \in F_{\beta}^{i n}} x_{j \beta k}=b_{\beta k} & \beta \in\left(N_{1} \cup N_{2} \cup N_{3}\right), k \in S \\
\sum_{i \in H} y_{2 i}=p & \\
x_{(1 i, 2 i) k} \leq W_{k} y_{2 i} & i \in H, k \in S \\
x_{(2 i, 3 i) k} \leq W_{k} y_{2 i} & i \in H, k \in S \\
\sum_{k \in S} X_{a k} \leq c a p_{a} & \forall a \in A^{c a p} \subseteq A_{1} \cup A_{2} \cup A_{3} \\
x_{i j k} \geq 0 & i, j) \in A_{0}, k \in S \\
y_{2 i} \in\{0,1\} & i \in H
\end{array}
$$

Objective function (17) together with constraints (18)-(23) constitute the formulation of multiple allocation p-hub median problem developed by Akgün and Tansel [6]. We add constraints (69) to the formulation of Akgün and Tansel [6] to develop the formulation of MACHLP. Constraints (69) state that the amount of flow traveling on an arc cannot exceed the capacity of that arc $c a p_{a}$.

### 3.4 Proposed Solution Methodology

MACHLP is an NP-hard problem and is difficult to solve using standard optimization software. Computational studies indicate that CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic cannot find optimal solutions for problem instances defined on 81 -node network with a run time of 24 h . Because we may have problems on larger networks in real-life applications, we propose a solution methodology based on Simulated Annealing (SA) for solving large-size problem instances.

SA algorithm was developed in 1953 by Metropolis et al. [89]. SA is an effective metaheuristic in solving combinational optimization problems and is commonly used to solve HLPs. Ernst and Krishnamoorthy [90] propose a solution methodology based on SA algorithm for single assignment p-hub median problem. For small-size problems, they propose a BB algorithm in which they derive an upper bound using their SA algorithm. They use their proposed algorithm for instances with 50 nodes. For the
instances of larger problems with 100 and 200 nodes, they are able to obtain solutions using the SA algorithm. These instances are the ones for which they can not obtain any solution with exact methods. Ernst and Krishnamoorthy [57] develop heuristic algorithms based on SA algorithm and random descent (RDH) for capacitated single assignment p-hub median problem. They solve instances with up to 200 nodes. They compare the performance of the SA algorithm and that of RDH and show that SA generally performs slightly better than RDH for large problems. Abdinnour-Helm [91] implements a SA-based heuristic approach for the single assignment p-hub median problem. He solves instances with 80 nodes. Chen [92] proposes a hybrid heuristic based on the SA algorithm and tabu list for single allocation hub location problem. He conducts computational experiments using instances with up to 200 nodes. He can obtain optimal solutions for all small-scaled problems and for large-scaled problems obtain the best-known solutions with smaller CPU time. Jabalameli et al. [93] address the single allocation maximal covering hub location problem and propose an efficient SA-based heuristic to solve it. Computational results for the instances with up to 50 nodes prove the efficiency of the proposed heuristic both in terms of solution quality and CPU time. Ghaffarinasab et al. [94] present SA-based heuristic approaches for the competitive single and multiple allocation HLPs. They conduct computational experiments for the instances with 25 and 81 nodes. For all the instances, they can obtain optimal solutions. However, for the larger instances where the optimal solutions are not known, they cannot prove the optimality of the solutions obtained by the SA.

### 3.4.1 The Overall SA Procedure

The SA algorithm starts with an initial solution and initial temperature $T 0$. The algorithm proceeds by moving from the current solution to a neighboring solution. In order to initiate the algorithm, we determine an initial solution by selecting the first $p$ elements of the hub set $H$ as hub nodes and the remaining nodes as non-hub nodes. This initial solution generation is a quick way to produce a feasible solution. This initial solution is set as the 'besthubset' at the beginning of the algorithm. To obtain the objective function value of the solution, we run MACHLP by fixing the values of decision variables corresponding to the selected hubs. This objective function value is set as the 'bestbound'. We use an operator called 'Swap_One_Hub' for generating neighboring solutions as in Ghaffarinasab et al. [94]. This operator randomly selects a hub node and a non-hub node in the current solution. The selected hub node becomes a
non-hub and the selected non-hub node becomes a hub in the new, neighboring solution. In order to find the objective function value of the neighboring solution, we again use MACHLP by fixing the values of location variables corresponding to hub nodes. If the new solution is infeasible (the infeasibility may result from arc capacities), another solution is obtained by using the 'Swap_One_Hub’ operator. If the objective function of the new solution is better than the previous solution, the current solution is replaced by the new solution. We compare the objective function value of the new solution with 'bestbound' and if it is better, the 'besthubset' and 'bestbound' are updated. If the objective function of the new solution is worse than the previous solution, we do not reject that solution directly. The algorithm calculates a probability as $e^{-\Delta E / T}$ where $\Delta \mathrm{E}$ is the difference of objective function values between the current solution and the new solution and $T$ is the current temperature. We generate a number between 0 and 1 randomly. If the generated number is less than $e^{-\frac{\Delta E}{T}}$ we accept the new solution and update the temperature as $T=\delta T$ where $\delta$ is the coefficient that controls the cooling schedule. In other words, with the probability of $e^{-\frac{\Delta E}{T}}$, the algorithm accepts the new solution. As the algorithm proceeds, the temperature is reduced slowly. As the temperature is reduced, the probability of accepting the worse solutions decreases. In the early iterations of the algorithm, there is a high probability to accept a worse solution in order not to get stuck in local optimum solution. In the final stages, there is less probability to accept a bad solution so that the algorithm converges to a good solution. The critical point in the algorithm is not to reduce the temperature too fast so that you can get stuck in local optimum solution or too slow so that you can not reach good quality solutions. The algorithm continues similarly until the stopping criterion is reached. In this study, we use TimeLimit as the stopping criterion. However, a final temperature or an iteration count may be used as well.

## Algorithm SA-Heuristic:

Step 1: (Initialization)
Generate a random initial solution for the location of hubs.
Set an initial temperature $T 0$.
Set TimeLimit.
Set the location of the hubs as 'besthubset'
Set $h=0$

Step 2: Run MACHLP (3.27)-(3.35) with the values of location decision variables fixed. Set this objective function value as 'bestbound'.

Step 3: Use Swap_One_Hub operator: First, select a hub node and a non-hub node in the current solution and assign the selected hub node as non-hub node and the selected non-hub node as a hub node in the new solution.

Step 4: Run MACHLP (3.27)-(3.35) with the values of location decision variables fixed.

If MACHLP is infeasible go to Step 3, otherwise;
Compare this objective function value with the objective function value of the previous solution.

If it is better, accept the new solution.
If the objective function of the new solution is better than 'bestbound', update 'bestbound', 'besthubset', and the temperature as $T=\delta T$, set $h=h+1$, go to Step3, otherwise; update the temperature as $T=\delta T$, set $h=h+1$, go to Step3 without updating 'bestbound' and 'besthubset'

If it is worse, keep the 'bestbound' and 'besthubset'. Calculate $e^{-\Delta E / T}$ and generate a number between 0 and 1 randomly.

If the generated number $<e^{-\Delta E / T}$ accept the new solution, update the temperature as $T=\delta T$, set $h=h+1$, go to Step3, otherwise; reject the new solution, keep the existing solution, update the temperature as $T=\delta T$, set $h=h+1$, go to Step3.

Step 5: Repeat Steps 3-4 until the 'Timelimit' is reached.

### 3.5 Computational Experiments

We conduct computational experiments to test the performance of the proposed models and solution methodologies. We test the performance of MACHLP using CPLEX, Gurobi, and Gurobi with NoRel Heuristic that are known to be efficient solvers for the MIP problems. When Gurobi is used with NoRel Heuristic, NoRel heuristic first tries to find a high-quality feasible solution in the allocated time and then Gurobi implements the branch and cut algorithm with the feasible solution found by the NoRel heuristic. Gurobi with NoRel Heuristic can be useful on models where root relaxation is
quite expensive since since it searches for high-quality feasible solutions before solving the root relaxation [82]. We observe that Gurobi with NoRel Heuristic finds much better feasible solutions than Gurobi for all instances. For that reason, we do not present the results obtained by Gurobi and only present the results obtained by CPLEX and Gurobi with NoRel Heuristic.

We define test problems on TR81, PMED100, PMED200, PMED300, and PMED400 networks. TR81 defined by Akgün and Tansel [6] is the non-complete transportation network of Turkey including all 81 cities of Turkey. The edges on TR81 are defined only between adjacent cities. The length of the edges on TR81 are assumed to be the direct distances from the high-way transportation network of Turkey. PMED100 through PMED400 are the non-complete networks used for the $p$-median problem instances (e.g., Beasley [84] ) with the numbers indicating the number of nodes. Different test problems are created on the networks by changing $p$ and $\operatorname{cap}(i, j)$ where $E^{*}=E, N^{*}=N$ and $H \subseteq N^{*}$. For all the test problems, $w_{i j}$ is uniformly distributed with the interval $(10,30)$. For all arcs, $\chi_{i j}$ and $\delta_{i j}$ are taken as 1 whereas $\alpha_{i j}$ is taken as 0.7 . In all problems, $S=D=N$.

To determine $A^{\text {cap }}$, the set of arcs with limited capacities, we use the flow values on the arcs in the best solution obtained by running CPLEX to solve MACHLP without capacity constraints for 24 h . We sort the arcs in each layer (collection, hub, distribution) considering the flow values from the highest to the lowest and set the first $20 \%$ of the arcs on the sorted list as $A^{c a p}$. The flow values of the arcs in $A^{c a p}$ are considered as an upper limit on the amount of flow traversing the corresponding arcs, which we define as maxarccap. We set the arc capacities of the corresponding arcs, i.e., cap $_{i j}, 20 \%, 50 \%$, and $80 \%$ of maxarccap to obtain different problem instances.

We code the models and the algorithms using GAMS and conduct the experiments on a PC with 3.6 GHz Intel Core i7-7700CPU processor and 32 GB of RAM for TR81, PMED100, PMED200, PMED300 instances and on a server with Intel® Xeon® CPU E5-2683 V4 @ 2.1 GHz 64 core processor and 256 GB of RAM for PMED400 instances due to memory requirements.

### 3.5.1 Computational Experiments for MACHLP using CPLEX and Gurobi with NoRel Heuristic

We conduct computational experiments for two different cases. In the first case, we impose arc capacities only on the hub arcs. In the second case, we impose arc
capacities both on the hub arcs and access arcs. In both cases, the capacitated arcs are determined as described above. Table 3.3 and Table 3.4 give the results obtained by solving MACHLP using CPLEX and Gurobi with NoRel heuristic for these cases, respectively. The runtime of all instances is 24 h . When we use Gurobi with NoRel heuristic, we assign 12 h for the NoRel heuristic. After 12 h , Gurobi starts the branch and cut algorithm with the feasible solution found by NoRel heuristic and uses the remaining 12 h for branch and cut. Different time limits are also tried for NoRel heuristic; however, we can obtain high-quality solutions with this time setting.

In the tables, we present the runtime $(T)$ in CPU secs, the lower bound (LB), the objective function value of the best integer solution at the end of runtime (BP) obtained by CPLEX or Gurobi with NoRel heuristic, and the relative optimality gap (Gap\%) between LB and BP, and the best integer solution achieved either by CPLEX or Gurobi with NoRel heuristic (BP*). In the tables, bold and italic values indicate the same or better BP and $L B$ values for each instance.

Table 3.3 shows that Gurobi with NoRel heuristic mostly finds better BP values than CPLEX for TR81, PMED100, and PMED200 instances whereas CPLEX mostly finds better BP values than Gurobi with NoRel heuristic for PMED300 and PMED400 instances. The average gap for the small-size instances (TR81 and PMED100) is ranging from $3.7 \%$ to $7.5 \%$ whereas the average gap for the large-size instances (PMED200, PMED300 and PMED400) is ranging from $14.4 \%$ to $23.9 \%$. As the network size gets larger, the number of capacitated arcs increases and arc capacities become more restrictive, resulting in higher optimality gaps.

Table 3.4 shows that Gurobi with NoRel heuristic mostly finds better BP values than CPLEX for all instances except PMED300 instances. The average gap for the small-size instances (TR81 and PMED100) is ranging from $7.2 \%$ to $13.2 \%$ whereas the average gap for the large-size instances (PMED200, PMED300 and PMED400) is ranging from $22.5 \%$ to $69.1 \%$. The results show that, as the network size gets larger and as the number of arcs with capacities increases, i.e., when we impose capacities on both access and hub arcs rather than only on hub arcs, optimality gaps increase.

Table 3.3 Test results for MACHLP using CPLEX and Gurobi with NoRel heuristic with hub arc capacities.
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| 300 | 8 | 20 | 86400 | 95213553 | $\mathbf{1 1 2 8 5 0 5 4 4}$ | 15.6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 300 | 8 | 50 | 86400 | 95700525 | $\mathbf{1 1 2 8 5 0 5 4 4}$ | 15.2 |
| 300 | 8 | 80 | 86400 | 95166765 | $\mathbf{1 1 2 5 9 1 3 3 0}$ | 15.5 |
| 300 | 10 | 20 | 86400 | 92057452 | 112126767 | 17.9 |
| 300 | 10 | 50 | 86400 | 94287150 | $\mathbf{1 1 0 0 8 8 7 7 5}$ | 14.4 |
| 300 | 10 | 80 | 86400 | 94414605 | $\mathbf{1 1 0 3 5 0 5 9 4}$ | 14.4 |
|  |  |  |  |  | Average | 17.6 |
| 400 | 3 | 20 | 86400 | 128655781 | $\mathbf{1 7 2 2 4 7 8 6 9}$ | 25.3 |
| 400 | 3 | 50 | 86400 | 129217406 | 172247869 | 25.0 |
| 400 | 3 | 80 | 86400 | 128778160 | $\mathbf{1 7 1 6 4 5 5 1 4}$ | 25.0 |
| 400 | 5 | 20 | 86400 | 126078000 | $\mathbf{1 5 9 2 9 1 0 0 0}$ | 20.9 |
| 400 | 5 | 50 | 86400 | 126068781 | $\mathbf{1 5 8 6 3 9 8 0 2}$ | 20.5 |
| 400 | 5 | 80 | 86400 | 127277784 | $\mathbf{1 5 9 8 9 1 5 2 2}$ | 20.4 |
|  |  |  |  |  |  |  |
| 200 | 8 | 20 | 86400 | 124825000 | $\mathbf{1 5 0 3 2 1 0 0 0}$ | 17.2 |
| 400 | 8 | 50 | 86400 | 125458768 | $\mathbf{1 5 1 8 9 5 5 2 1}$ | 17.4 |
| 400 | 8 | 80 | 86400 | 124936045 | $\mathbf{1 4 9 5 5 7 9 5 7}$ | 16.5 |
| 400 | 10 | 20 | 86400 | 123019000 | $\mathbf{1 4 7 0 5 7 0 0 0}$ | 16.4 |
| 400 | 10 | 50 | 86400 | 123428000 | $\mathbf{1 4 8 3 0 8 0 0 0}$ | 16.8 |
| 400 | 10 | 80 | 86400 | 124373734 | $\mathbf{1 4 9 7 1 7 0 0 0}$ | 16.9 |
|  |  |  |  |  | Average | 19.8 |

112850544 112850544 112591330 109773739 110088775 110350594

172247869 162536528 171645514 159291000 158639802 159891522 150321000 151895521 149557957 147057000 148308000 149717000

Table 3.4 Test results for MACHLP using CPLEX and Gurobi with NoRel heuristic with hub and access arc capacities.



### 3.5.2 Computational Experiments with the Proposed SA-based Solution Methodology

We find the initial solution and the corresponding objective function value as described in Section 3.4. We set the initial temperature $T 0$ to 10000000 after observing the quality of solutions with a set of trial tests. $T 0$ affects the probability $e^{-\Delta E / T}$, the probability of accepting worse solutions. $\Delta E$ is the difference of objective function
values between the current solution and the new solution and this difference is mostly in the values of millions. If $T$ is a small number, the probability $e^{-\Delta E / T}$ becomes very small. However, in the early iterations of the algorithm, we would like it to accept the worse solutions not to get stuck in local optimum solution. For that reason, instead of small values of $T 0$ we use a large value 10000000 that gives us good quality solutions. For cooling schedule $\delta$, we use two different values, 0.99 and 0.95 . We set TimeLimit to 24 h with a focus on high-quality solutions rather than shorter solution times considering the strategic nature of MACHLP. However, we observe that the best solutions are found in about 12 h for most of the instances. Figure 3.5 shows how the UB values change as time passes for the PMED300 test instances defined with arc capacities both on hub and access arcs.


Figure 3.5. UB values achieved with the proposed SA based solution methodology as time passes for the test instances on PMED300.

Table 3.5 (3.6) presents the results of the proposed SA-based heuristics for different test instances of MACHLP with only hub arc capacities (with both hub and access arc capacities). In the tables, we give GapHeur (\%) defined as $100 \times(U B-$ $\left.B P^{*}\right) / B P^{*}$ in order to compare the heuristic solution UB to $\mathrm{BP}^{*}$, the best solution found by either CPLEX or Gurobi with NoRel heuristic. A positive (negative) value indicates that the UB achieved by the heuristic algorithm is worse (better) than BP*. Instances
with bold UB values are the ones for which the heuristic can either find the same solution or a better solution than CPLEX or Gurobi with NoRel heuristic.

The results indicate that average GapHeur values with the cooling factor $\delta=0.95$. for PMED100 and PMED300 instances when only hub arc capacities are imposed (Table 3.5). For all other test instances in Table 3.5 and Table 3.6, average GapHeur values with $\delta=0.95$ are better than those with $\delta=0.99$. In this regard, we will continue our analysis with the parameter setting $\delta=0.95$.

Table 3.5 shows that, the proposed heuristic finds the same solution as CPLEX or Gurobi with NoRel heuristic for 13 instances out of 24 TR81 and PMED100 instances. However for PMED200, PMED300 and PMED400 instances, the proposed heuristic finds a solution equivalent to or better than $\mathrm{BP}^{*}$ for 31 instances out of 36 . For PMED400 instances, average GapHeur is the lowest with a value of $-1.9 \%$ which shows that as the network size gets larger, the heuristic can find solutions better than those found by CPLEX or Gurobi with NoRel heuristic.

Table 3.6 indicates that, the proposed heuristic finds the same solution as CPLEX or Gurobi with NoRel heuristic for 17 instances out of 24 TR81 and PMED100 instances. However for PMED200, PMED300 and PMED400 instances, the proposed heuristic finds a solution better than $\mathrm{BP}^{*}$ for all the 36 instances except two of them. For PMED200 instances, GapHeur values range from $-1.3 \%$ to $-22.7 \%$ with an average of $-8.4 \%$. The heuristic can find a better solution for all the PMED200 instances. For PMED200 instances, GapHeur values range from $-0.2 \%$ to $-13 \%$ with an average of $-4.7 \%$. The heuristic can find a better solution for all the PMED300 instances like PMED200 instances. For PMED400 instances, GapHeur values change from $7.6 \%$ to $-30.3 \%$ with an average of $-10.8 \%$. The heuristic cannot find a better solution for two instances (Pr. Id 116 and 11) out of 12 PMED400 instances. As network size increases, the proposed heuristic is able to find much better solutions than the solutions achieved with CPLEX or Gurobi with NoRel heuristic.

The results show that, as the network size gets larger and as the number of arcs with capacities increases, i.e., when we impose capacities on both access and hub arcs rather than only on hub arcs, CPLEX or Gurobi with NoRel heuristic find a solution with high optimality gaps. On the other hand, the proposed heuristic can find solutions either close to or better than those found by CPLEX or Gurobi with NoRel heuristic, which shows the efficiency of the proposed heuristic to find high-quality solutions.

Table 3.5 Test results for MACHLP using the proposed SA-based heuristics with hub arc capacities ( $\mathbf{T}=\mathbf{2 4 h}$ )

| $\underset{\sim}{\square}$ | $\begin{aligned} & \text { y } \\ & \text { B } \\ & 0 \\ & 0 \end{aligned}$ | \| N | | p | $\begin{aligned} & \exists \\ & 0 \\ & 0 \\ & 0.0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | BP* | UB when $\delta=0.99$ | GapHeur (\%) | UB when $\delta=0.95$ | GapHeur (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & \stackrel{\infty}{\infty} \\ & \stackrel{\text { f }}{1} \end{aligned}$ | 81 | 3 | 20 | 112890530 | 112988100 | 0.1 | 112988100 | 0.1 |
| 2 |  | 81 | 3 | 50 | 113092521 | 113217000 | 0.1 | 113217000 | 0.1 |
| 3 |  | 81 | 3 | 80 | 113420833 | 113472500 | 0.0 | 113472500 | 0.0 |
| 4 |  | 81 | 5 | 20 | 101630907 | 101591900 | 0.0 | 101591900 | 0.0 |
| 5 |  | 81 | 5 | 50 | 101838411 | 102345000 | 0.5 | 102345000 | 0.5 |
| 6 |  | 81 | 5 | 80 | 102286195 | 102286200 | 0.0 | 102286200 | 0.0 |
| 7 |  | 81 | 8 | 20 | 93859641 | 98188900 | 4.6 | 93859640 | 0.0 |
| 8 |  | 81 | 8 | 50 | 94832303 | 98488100 | 3.9 | 95034380 | 0.2 |
| 9 |  | 81 | 8 | 80 | 96065406 | 99434450 | 3.5 | 96065410 | 0.0 |
| 10 |  | 81 | 10 | 20 | 90996970 | 91095720 | 0.1 | 91495800 | 0.5 |
| 12 |  | 81 | 10 | 50 | 91612434 | 94760650 | 3.4 | 94760650 | 3.4 |
|  |  | 81 | 10 | 80 | 92807614 | 92866590 | 0.1 | 92866590 | 0.1 |
|  |  |  |  |  |  | Max | 4.6 | Max | 3.4 |
|  |  |  |  |  |  | Min | 0.0 | Min | 0.0 |
|  |  |  |  |  |  | Average | 1.4 | Average | 0.4 |
| 13 | $\begin{aligned} & 8 \\ & \sum_{i}^{0} \end{aligned}$ | 100 | 3 | 20 | 32930289 | 32930289 | 0.0 | 32930289 | 0.0 |
| 14 |  | 100 | 3 | 50 | 32939139 | 32939139 | 0.0 | 32939139 | 0.0 |
| 15 |  | 100 | 3 | 80 | 32969502 | 32969502 | 0.0 | 32969502 | 0.0 |
| 16 |  | 100 | 5 | 20 | 30622886 | 32106400 | 4.8 | 30622886 | 0.0 |
| 17 |  | 100 | 5 | 50 | 30706921 | 32141520 | 4.7 | 30706921 | 0.0 |
| 18 |  | 100 | 5 | 80 | 30800113 | 32188456 | 4.5 | 30800113 | 0.0 |
| 19 |  | 100 | 8 | 20 | 28412960 | 28412960 | 0.0 | 28412960 | 0.0 |
| 20 |  | 100 | 8 | 50 | 28638604 | 28638604 | 0.0 | 31653670 | 10.5 |
| 21 |  | 100 | 8 | 80 | 28891436 | 29635738 | 2.6 | 31771380 | 10.0 |
| 22 |  | 100 | 10 | 20 | 27715709 | 27775585 | 0.2 | 27715709 | 0.0 |
| 23 |  | 100 | 10 | 50 | 27964398 | 28007542 | 0.2 | 27988478 | 0.1 |
| 24 |  | 100 | 10 | 80 | 28227890 | 29801188 | 5.6 | 30115991 | 6.7 |
|  | 8$\sum_{i}$$i$ |  |  |  |  | Max | 5.6 | Max | 10.5 |
|  |  |  |  |  |  | Min | 0.0 | Min | $0.0$ |
|  |  |  |  |  |  | Average | 1.9 | Average | 2.3 |
| 25 |  | 200 | 3 | 20 | 88409107 | 82761876 | -6.4 | 82761876 | -6.4 |
| 26 |  | 200 | 3 | 50 | 82761876 | 82761876 | 0.0 | 82761876 | 0.0 |
| 27 |  | 200 | 3 | 80 | 89375366 | 82761876 | -7.4 | 82761876 | -7.4 |
| 28 |  | 200 | 5 | 20 | 76824557 | 76514167 | -0.4 | 76514167 | -0.4 |
| 29 |  | 200 | 5 | 50 | 77140939 | 76533753 | -0.8 | 76533753 | -0.8 |
| 30 |  | 200 | 5 | 80 | 77175834 | 76565576 | -0.8 | 76565576 | -0.8 |
| 31 |  | 200 | 8 | 20 | 71409434 | 71334036 | -0.1 | 71334036 | -0.1 |
| 32 |  | 200 | 8 | 50 | 71397604 | 71371852 | 0.0 | 71371852 | 0.0 |
| 33 |  | 200 | 8 | 80 | 72347091 | 71437881 | -1.3 | 71437881 | -1.3 |
| 34 |  | 200 | 10 | 20 | 69552738 | 69639444 | 0.1 | 69525782 | 0.0 |
| 35 |  | 200 | 10 | 50 | 70202498 | 69902498 | -0.4 | 69626947 | -0.8 |
| 36 |  | 200 | 10 | 80 | 70451517 | 69792291 | -0.9 | 69792291 | -0.9 |
|  |  |  |  |  |  | Max | 0.1 | Max | 0.0 |
|  |  |  |  |  |  | Min | -7.4 | Min | -7.4 |
|  |  |  |  |  |  | Average | -1.5 | Average | -1.6 |


| 37 | $\begin{aligned} & 8 \\ & 0 \\ & i \\ & \sum_{i}^{2} \end{aligned}$ | 300 | 3 | 20 | 126904538 | 126904538 | 0.0 | 126904538 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 38 |  | 300 | 3 | 50 | 126904538 | 126904538 | 0.0 | 128159829 | 1.0 |
| 39 |  | 300 | 3 | 80 | 126904538 | 126904538 | 0.0 | 126904538 | 0.0 |
| 40 |  | 300 | 5 | 20 | 119295140 | 118513751 | -0.7 | 119374121 | 0.1 |
| 41 |  | 300 | 5 | 50 | 119288148 | 118513751 | -0.6 | 119374121 | 0.1 |
| 42 |  | 300 | 5 | 80 | 119783476 | 119092250 | -0.6 | 118866634 | -0.8 |
| 43 |  | 300 | 8 | 20 | 112850544 | 112281042 | -0.5 | 111644121 | -1.1 |
| 44 |  | 300 | 8 | 50 | 112850544 | 112288763 | -0.5 | 111641119 | -1.1 |
| 45 |  | 300 | 8 | 80 | 112591330 | 112490053 | -0.1 | 112694443 | 0.1 |
| 46 |  | 300 | 10 | 20 | 109773739 | 108745773 | -0.9 | 108622588 | -1.0 |
| 47 |  | 300 | 10 | 50 | 110088775 | 108423976 | -1.5 | 108655305 | -1.3 |
| 48 |  | 300 | 10 | 80 | 110350594 | 108617127 | -1.6 | 108862157 | -1.3 |
|  | $\begin{aligned} & \circ \\ & \stackrel{\circ}{+} \\ & \sum_{i}^{2} \end{aligned}$ |  |  |  |  | Max | 0.0 | Max | 1.0 |
|  |  |  |  |  |  | Min | -1.6 | Min | -1.3 |
|  |  |  |  |  |  | Average | -0.6 | Average | -0.4 |
| 49 |  | 400 | 3 | 20 | 172247869 | 163765348 | -4.9 | 163765348 | -4.9 |
| 50 |  | 400 | 3 | 50 | 162536528 | 163765348 | 0.8 | 163765348 | 0.8 |
| 51 |  | 400 | 3 | 80 | 171645514 | 163793379 | -4.6 | 163793379 | -4.6 |
| 52 |  | 400 | 5 | 20 | 159291000 | 155155800 | -2.6 | 155116513 | -2.6 |
| 53 |  | 400 | 5 | 50 | 158639802 | 155667145 | -1.9 | 155212330 | -2.2 |
| 54 |  | 400 | 5 | 80 | 159891522 | 167775982 | 4.9 | 155520422 | -2.7 |
| 55 |  | 400 | 8 | 20 | 150321000 | 158720000 | 5.6 | 148986483 | -0.9 |
| 56 |  | 400 | 8 | 50 | 151895521 | 148477092 | -2.3 | 149147770 | -1.8 |
| 57 |  | 400 | 8 | 80 | 149557957 | 148846650 | -0.5 | 149568864 | 0.0 |
| 58 |  | 400 | 10 | 20 | 147057000 | 145888433 | -0.8 | 145888433 | -0.8 |
| 59 |  | 400 | 10 | 50 | 148308000 | 146288037 | -1.4 | 146120442 | -1.5 |
| 60 |  | 400 | 10 | 80 | 149717000 | 146712600 | -2.0 | 146692757 | -2.0 |
|  |  |  |  |  |  | Max | 5.6 | Max | 0.8 |
|  |  |  |  |  |  | Min | -4.9 | Min | -4.9 |
|  |  |  |  |  |  | Average | -0.8 | Average | -1.9 |

Table 3.6 Test results for MACHLP using the proposed SA-based heuristics with hub and access arc capacities ( $\mathbf{T}=\mathbf{2 4 h}$ )


|  |  |  |  |  |  | Min | -0.1 | Min | -0.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Average | 1.6 | Average | 0.3 |
| 73 |  | 100 | 3 | 20 | 34157981 | 34157981 | 0.0 | 34157981 | 0.0 |
| 74 |  | 100 | 3 | 50 | 36071269 | 36071269 | 0.0 | 36071269 | 0.0 |
| 75 |  | 100 | 3 | 80 | 37884305 | 37884305 | 0.0 | 37884305 | 0.0 |
| 76 |  | 100 | 5 | 20 | 31556347 | 34383958 | 9.0 | 31556347 | 0.0 |
| 77 | $\begin{aligned} & 8 \\ & 0 \\ & \sum_{i}^{0} \end{aligned}$ | 100 | 5 | 50 | 33301518 | 33301518 | 0.0 | 33301518 | 0.0 |
| 78 |  | 100 | 5 | 80 | 35878431 | 35718658 | -0.4 | 37794415 | 5.3 |
| 79 |  | 100 | 8 | 20 | 29253295 | 32327704 | 10.5 | 32327704 | 10.5 |
| 80 |  | 100 | 8 | 50 | 30844544 | 30664118 | -0.6 | 30664118 | -0.6 |
| 81 |  | 100 | 8 | 80 | 32802869 | 32988664 | 0.6 | 32802869 | 0.0 |
| 82 |  | 100 | 10 | 20 | 28335970 | 28326930 | 0.0 | 28324510 | 0.0 |
| 83 |  | 100 | 10 | 50 | 29744519 | 29542474 | -0.7 | 29583921 | -0.5 |
| 84 |  | 100 | 10 | 80 | 32014511 | 31545144 | -1.5 | 31476793 | -1.7 |
|  |  |  |  |  |  | Max | 10.5 | Max | 10.5 |
|  |  |  |  |  |  | Min | -1.5 | Min | -1.7 |
|  |  |  |  |  |  | Average | 1.4 | Average | 1.1 |
| 85 |  | 200 | 3 | 20 | 87950587 | 86811528 | -1.3 | 86811528 | -1.3 |
| 86 |  | 200 | 3 | 50 | 96173074 | 87964453 | -8.5 | 87964453 | -8.5 |
| 87 |  | 200 | 3 | 80 | 94955419 | 90769904 | -4.4 | 90769904 | -4.4 |
| 88 |  | 200 | 5 | 20 | 85427037 | 76515205 | -10.4 | 76515204 | -10.4 |
| 89 | $\begin{aligned} & 8 \\ & \underset{i}{\infty} \\ & \sum_{i}^{2} \end{aligned}$ | 200 | 5 | 50 | 85992946 | 76521679 | -11.0 | 76521679 | -11.0 |
| 90 |  | 200 | 5 | 80 | 92082116 | 76537222 | -16.9 | 76537222 | -16.9 |
| 91 |  | 200 | 8 | 20 | 76882178 | 86195094 | 12.1 | 74734122 | -2.8 |
| 92 |  | 200 | 8 | 50 | 84224024 | 87963257 | 4.4 | 77765212 | -7.7 |
| 93 |  | 200 | 8 | 80 | 88885932 | 82388929 | -7.3 | 82153312 | -7.6 |
| 94 |  | 200 | 10 | 20 | 73763549 | 71975139 | -2.4 | 71301223 | -3.3 |
| 95 |  | 200 | 10 | 50 | 95711583 | 74219984 | -22.5 | 73955861 | -22.7 |
| 96 |  | 200 | 10 | 80 | 82581387 | 78896072 | -4.5 | 78997931 | -4.3 |
|  |  |  |  |  |  | Max | 12.1 | Max | -1.3 |
|  |  |  |  |  |  | Min | -22.5 | Min | -22.7 |
|  |  |  |  |  |  | Average | -6.1 | Average | -8.4 |
| 97 |  | 300 | 3 | 20 | 140643156 | 137893377 | -2.0 | 137893377 | -2.0 |
| 98 |  | 300 | 3 | 50 | 141991514 | 141366577 | -0.4 | 141758889 | -0.2 |
| 99 |  | 300 | 3 | 80 | 154420261 | 150996461 | -2.2 | 148634916 | -3.7 |
| 100 |  | 300 | 5 | 20 | 150142080 | 130814258 | -12.9 | 130548934 | -13.0 |
| 101 | 8ininin | 300 | 5 | 50 | 142235824 | 135594227 | -4.7 | 132836398 | -6.6 |
| 102 |  | 300 | 5 | 80 | 141216710 | 138067286 | -2.2 | 136909483 | -3.1 |
| 103 |  | 300 | 8 | 20 | 124436000 | 124426170 | 0.0 | 121656760 | -2.2 |
| 104 |  | 300 | 8 | 50 | 129374170 | 124028838 | -4.1 | 123265563 | -4.7 |
| 105 |  | 300 | 8 | 80 | 132672564 | 140704046 | 6.1 | 126142428 | -4.9 |
| 106 |  | 300 | 10 | 20 | 116758410 | 119615011 | 2.4 | 112221735 | -3.9 |
| 107 |  | 300 | 10 | 50 | 125892543 | 122997368 | -2.3 | 115067938 | -8.6 |
| 108 |  | 300 | 10 | 80 | 126327965 | 121032083 | -4.2 | 121828034 | -3.6 |
|  |  |  |  |  |  | Max | 6.1 | Max | -0.2 |
|  |  |  |  |  |  | Min | -12.9 | Min | -13.0 |
|  |  |  |  |  |  | Average | -2.2 | Average | -4.7 |
| 109 |  | 400 | 3 | 20\% | 243230077 | 186316093 | -23.4 | 186316093 | -23.4 |
| 110 |  | 400 | 3 | 50\% | 285158797 | 198884325 | -30.3 | 198884325 | -30.3 |
| 111 |  | 400 | 3 | 80\% | 236120100 | 198804444 | -15.8 | 198891600 | -15.8 |
| 112 |  | 400 | 5 | 20\% | 172253818 | 171575551 | -0.4 | 168785289 | -2.0 |
| 113 |  | 400 | 5 | 50\% | 206850078 | 181032300 | -12.5 | 176149487 | -14.8 |
| 114 |  | 400 | 5 | 80\% | 250749067 | 185380026 | -26.1 | 183609478 | -26.8 |


| 115 | 400 | 8 | $20 \%$ | 193667054 | $\mathbf{1 7 3 4 9 2 4 8 4}$ | $\mathbf{- 1 0 . 4}$ | $\mathbf{1 5 7 4 4 5 6 0 0}$ | $\mathbf{- 1 8 . 7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 116 | 400 | 8 | $50 \%$ | 180416522 | 194093410 | 7.6 | 194093410 | 7.6 |
| 117 | 400 | 8 | $80 \%$ | 210938589 | $\mathbf{2 0 5 1 9 3 9 5 6}$ | $\mathbf{- 2 . 7}$ | $\mathbf{2 0 5 1 9 3 9 5 6}$ | $\mathbf{- 2 . 7}$ |
| 118 | 400 | 10 | $20 \%$ | 166750263 | $\mathbf{1 6 2 2 5 9 1 0 0}$ | $\mathbf{- 2 . 7}$ | $\mathbf{1 6 2 2 5 9 1 0 0}$ | $\mathbf{- 2 . 7}$ |
| 119 | 400 | 10 | $50 \%$ | 196846174 | 199449959 | 1.3 | 199449959 | 1.3 |
| 120 | 400 | 10 | $80 \%$ | 218859960 | $\mathbf{2 1 6 2 2 3 2 2 6}$ | $\mathbf{- 1 . 2}$ | $\mathbf{2 1 6 2 2 3 2 2 6}$ | $\mathbf{- 1 . 2}$ |
|  |  |  |  |  | Max | 7.6 | Max | 7.6 |
|  |  |  |  |  | Min | -30.3 | Min | -30.3 |
|  |  |  |  |  | Average | $\mathbf{- 9 . 7}$ | Average | -10.8 |

### 3.6 Conclusion

In this chapter, we present Multiple Allocation Hub Arc Capacitated p-hub Median Problem (MACHLP) in which we impose an upper limit on the flow traversing the arcs. MACHLP minimizes transportation cost of sending flows between OD pairs by locating $p$ hubs and satisfying the capacity requirements. Capacity constraints on the hub networks may be imposed both on the nodes and arcs of the network. However, most studies incorporate capacity constraints on the nodes and few studies address arc capacities with some restrictive assumptions. However, arc capacities are important in some settings of HLPs, e.g., bridges, subways, canals and straits are examples of the infrastructure that create capacities on the arcs of a tranportation network.

Studies addressing arc capacities assume that the modeled network MN is a complete network with arc distances (costs) satisfying the triangle inequality. If the underlying real-life network is not complete or complete but its distances do not satisfy the triangle inequality, a preprocessing on the underlying network is implemented to construct a complete network whose costs satisfy the triangle inequality. However, arc capacities on a non-complete RealN may not be easily incorporated when a complete MN is used because an arc in a complete MN may actually correspond to a shortest path consisting of several arcs with different capacities and not necessarily a single arc in RealN. We develope a modeling approach that does not require any specific cost and network structure and that uses RealN to be used as MN. The proposed approach allows us to incorporate capacities on any arc of the network with our modelin approach.

In the this chapter, we solve the proposed model by CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic and develop a SA-based heuristic algorithm. We conduct computational experiments using networks with up to 400 nodes. We create test instances by defining capacities on different arcs, i.e., on only hub arcs, and both hub and access arcs and changing arc capacities. As the network size gets larger, the number of capacitated arcs increases and arc capacities become more
restrictive resulting in high optimality gaps for the solutions found by CPLEX or Gurobi with NoRel heuristic. However, the heuristic can find solutions either close to or better than those found by CPLEX and Gurobi with NoRel heuristic for those instances.

In the study, we only incorporate arc capacities; however we may easily incoporate hub capacities as well. The SA-based heuristic algorithm is effective in finding good solutions especially for large-size problems but other heuristic algorithms based on different metaheuristics, e.g., tabu search and genetic algorithm, may also be developed. Exact solution algorithms such as a problem specific branch-and-bound algorithm may be developed as well.

## Chapter 4

## CONCLUDING REMARKS AND FUTURE DIRECTIONS

### 4.1 Conclusions

In this dissertation, we study two different hub location problems, namely, Multiple Allocation Tree of Hubs Location Problem (MATHLP) that result from incorporating a tree topology requirement for the hub network and Multiple Allocation Arc Capacitated Hub Location Problem (MACHLP) that result from imposing capacities on the arcs.

The models developed for HLPs in the literature assume that the underlying network is a complete network with arc distances (costs) satisfying the triangle inequality. If the real-world network is not complete or complete but its distances do not satisfy the triangle inequality (e.g., bus fares) as is the case for most real-life networks, a preprocessing is required to construct a complete network by an algorithm (e.g., Floyd [7]) that finds the shortest path lengths between all OD pairs in RealN. Even though this approach has gained acceptance, this may cause several modeling and computational disadvantages. For example, the interactions between location and routing decisions, arcs with different costs and capacities, different topology and service level requirements may not be modeled. Considering these issues, Akgün and Tansel [6] propose a problem setting and modeling framework that allows (non-complete or complete) real-world network with any cost structure to be directly used. For that reason, we study MATHLP and MACHLP built upon the problem setting adopted by Akgün and Tansel.

To our knowledge, all studies about tree of hubs location problem address the single allocation version of the problem whereas we study the multiple allocation version. Considering multiple allocation is essential in some cases of THLP, e.g., public transportation networks. We also deviate from the literature by using a new modeling
framework that allows real-world network with any cost structure to be used. We show through examples that the proposed modeling approach may produce better solutions than the classical approach, which may result from the differences in the selected hubs, the flow routes between origin-destination points, and the assignment of non-hub nodes to hub nodes. We solve the proposed model by CPLEX-based algorithm and Gurobibased algorithm with NoRel heuristic and develop BD-based heuristic algorithms using two acceleration strategies, namely, strong cut generation and cut disaggregation. We conduct computational experiments using networks with up to 500 nodes. As the network size gets larger, the resulting optimality gaps are high for the solutions found by CPLEX or Gurobi with NoRel heuristic. On the other hand, the heuristic can find solutions either close to or better than those found by CPLEX and Gurobi with NoRel heuristic for all instances.

Capacity constraints on the hub networks may be imposed both on the nodes and arcs of the network. However, most studies in the literature incorporate capacity constraints on the nodes. Few studies address arc capacities assuming that the underlying network is a complete network with arc distances (costs) satisfying the triangle inequality. However, arc capacities on a non-complete real-world network may not be easily incorporated when a complete network is created from a real-world network. With the modeling approach we use, we can easily incorporate capacities on any of the arcs of the underlying network. We show through examples that using this proposed modeling approach is critical in the presence of arc capacities because the classical approach does not guarantee optimal even feasible solutions. We solve the proposed model by CPLEX-based algorithm and Gurobi-based algorithm with NoRel heuristic and develop an SA-based heuristic algorithm. We conduct computational experiments using networks with up to 400 nodes. We create test instances by defining capacities on different arcs and changing the amount of the capacity on the arcs. As the network size gets larger, as the number of arcs with capacities and the amount of capacity on the arcs increase the resulting optimality gaps are high for the solutions found by CPLEX or Gurobi with NoRel heuristic. On the other hand, the heuristic can find solutions either close to or better than those found by CPLEX and Gurobi with NoRel heuristic for all instances.

# 4.2 Societal Impact and Contribution to Global 

## Sustainability

United Nations Department of Economic and Social Affairs [95] provide Sustainable Development Goals (SDGs) that are an urgent call for taking action by all countries in a global partnership. Among these SDGs there are two goals, namely, 'building resilient infrastructure, promote inclusive and sustainable industrilization and foster innovation' and 'making cities and human settlements inclusive, resilient and sustainable'. According to these two goals, it is utmost importance that urban and public transportation systems, gas, water and electricity distribution systems, and telecommunication network systems are smart, resilient and sustainable.

The application areas of the problems MATHLP and MACHLP that we study in this dissertation range from the optimization of fiber internet backbone to the exact configuration of the physical road network of the transportation networks of the cargo companies, from the improvement of computer or wireless communication networks to the establishment of smart electricity, water or gas distribution networks in the most efficient way, from efficient airway and railway transportation systems to smart public transportation systems with different transportation modes. MATHLP and MACHLP are directly applicable to a wide range of systems that serve to achieve the goals of building resilient infrastructure, sustainable transportation systems, sustainable cities and human settlements.

We propose a new modelling approach for the problems MATHLP and MACHLP that allows us to use the structure of the real physical network directly in the formulation of the problems. This approach provides more flexibility in modeling several characteristics of real-life hub networks. The developed models will find more application areas because they better represent real life problems. Moreover, one main challenge arising in real-life applications is the problem size. Mostly it is not possible to solve them with the standard optimization softwares. However, we are able to solve large-size problems that arise in real life with our proposed solution methodologies.

### 4.3 Future Prospects

We consider both problems MATHLP and MACHLP in a multiple allocation framework as p-hub median problems. In the future, we may adapt our approach to different types of hub location problems, e.g., p-hub center problem, hub location problem with fixed costs or hub covering problem as well. We may also adapt our approach to the single allocation framework. We assume that all the data is already known. However, the amount of flow generated between demand points has stochastic nature. For future research, we can incorporate stochasticity into our problems. The inclusion of stochasticity in the problems may lead to more robust solutions.

For MATHLP, in the future, we may incorporate other acceleration strategies not considered in this study, e.g., reduction of the model size and selection of good initial cuts, to improve the progress of exact Benders algorithms or Benders-type heuristics. We may develop hybrid algorithms utilizing metaheuristics and Benders decomposition to improve the effectiveness of the heuristic algorithms. A problem specific branch-andbound algorithm may be developed as well.

For MACHLP, we only incorporate arc capacities but in the future we may also incorporate hub capacities besides arc capacities in the problem. We may also study MACHLP as multimodal hub location problem in which different transportation modes are used to design the hub networks. The proposed SA-based heuristic algorithm is effective in finding good solutions for MACHLP but other heuristic algorithms may also be developed. Exact solution algorithms as a problem specific branch-and-bound algorithm may be developed as well.
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