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ABSTRACT 

Navigating BIST100 Investments Through Symbolic Aggregate 

Approximation Clustering: Insights for Investors 

 

Mehmet Eren NALİCİ 

MSc. in Industrial Engineering Program  

Advisor: Assoc. Prof. Dr. Ramazan ÜNLÜ  

Co-advisor: Dr. İsmet SÖYLEMEZ 

 

May 2024 

 

 

Market stakeholders, including traders and investors, strive to forecast stock market 

returns for informed decision-making. Computational finance employs various tools such 

as machine learning techniques to analyse extensive financial datasets to provide 

predictive insights for investors. Among all those techniques, clustering is one of the most 

well-known and used machine learning methods to reveal hidden patterns from unlabelled 

data. This study aims to help investors make more robust decisions by autonomously 

identifying companies that may exhibit similar price movements. In our study, with the 

model developed based on the Symbolic Aggregate Approximation (SAX) method, 

BIST100 companies are divided into clusters of various numbers and various scenarios 

are developed for investors from different perspectives such as risk minimization and 

strategic investment. The SAX clustering method is employed for analysing share 

movements. Moreover, dendrogram tree graph is used to analyse the clustering of 

different SAX combinations. 

 

Keywords: Machine Learning, Symbolic Aggregate Approximation (SAX), BIST100, 

Stock Market 
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Sembolik Toplam Yaklaşım Kümelemesi Yoluyla BIST100 

Yatırımlarında Yön Bulma: Yatırımcılara Yönelik Bilgiler 

Mehmet Eren NALİCİ 

 Endüstri Mühendisliği Anabilim Dalı Yüksek Lisans 

Tez Danışmanı: Doç. Dr. Ramazan ÜNLÜ 

İkinci Tez Danışmanı: Dr. İsmet SÖYLEMEZ 

 

Mayıs 2024 

 

 

 

Ticaret ile uğraşan kişiler ve yatırımcılar da dahil olmak üzere piyasa paydaşları, bilinçli 

karar verme amacıyla borsa getirilerini tahmin etmeye çalışmaktadır. Hesaplamalı finans, 

yatırımcılara öngörücü bilgiler sağlamak amacıyla kapsamlı finansal veri kümelerini 

analiz etmek için makine öğrenimi teknikleri gibi çeşitli araçlar kullanır. Tüm bu teknikler 

arasında kümeleme, etiketlenmemiş verilerden gizli kalıpları ortaya çıkarmak için en iyi 

bilinen ve kullanılan makine öğrenmesi yöntemlerinden biridir. Bu çalışma, benzer fiyat 

hareketleri sergileyebilecek şirketleri otonom olarak tespit ederek yatırımcıların daha 

sağlıklı kararlar almasına yardımcı olmayı amaçlamaktadır. Çalışmamızda Sembolik 

Toplam Yaklaşım (SAX) yöntemi esas alınarak geliştirilen model ile BIST100 şirketleri 

çeşitli sayıdaki kümelere ayrılarak yatırımcılar için risk minimizasyonu ve stratejik 

yatırım gibi farklı açılardan çeşitli senaryolar geliştirilmektedir. Hisse hareketlerinin 

analizinde SAX kümeleme yöntemi kullanılmaktadır. Ayrıca dendrogram ağaç grafiği, 

farklı SAX kombinasyonlarının kümelenmesini analiz etmek için kullanılır. 

 

Anahtar kelimeler: Makine Öğrenmesi, Sembolik Toplam Yaklaşımı (SAX), BIST100, 

Borsa 
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Chapter 1 

Introduction 

The goal of financial management is to maximize shareholder value. Maximizing the 

value of the company also means maximising the wealth of those who invest in the 

company. This fundamental objective can be achieved by maximising the market value 

of the company's existing shares. To achieve this goal, companies use market 

capitalisation, profitability, earnings per share, price/earnings ratios, etc. They aim to 

maximize the market value of the company by closely monitoring the prices. Market 

value of a company traded on BIST it is the value obtained by multiplying the closing 

price of the shares on the stock exchange for the day analysed by the total number of 

shares of the company [1]. The stock market has rapidly developed in our country in 

recent years and serves as a financial resource for companies. It is considered an 

alternative investment tool for investors who want to invest their savings. Rational 

investors always aim to earn higher returns, and correct determination of security prices 

is crucial in calculating returns. The information factor is one of the most fundamental 

factors that affect security prices. In active markets, new data or information is analysed 

and evaluated by market actors, forming a new market price for the security in question. 

This market equilibrium price persists until new information is introduced [2].  

One of the key goals of market stakeholders like traders, investors, and market makers is 

forecasting stock market returns. They will develop buy-or-sell strategies based on their 

projections and will employ technical and basic research to make forecasts. Latest study 

has demonstrated that, from the standpoint of an investor, the sign predictability of stock 

price returns is both feasible and profitable. Because of the market's unpredictability and 

inherent risk, it is imperative that innovative technology be used to produce workable 

solutions [3]. Stock prices are influenced by a wide range of factors such as including 

politics, investor sentiment, supply and demand, and natural disasters. Computational 

finance has focused on exploiting massive financial data, especially real-time 

information, to anticipate stock price movements using machine learning and neural 
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network methods, in addition to financial economics and time series monetary economics 

[4]. 

Several applications in computing are built on data analysis, either during their 

development phase or as part of their online operations. Depending on the availability of 

suitable models for the data origin, methods for analysing data might be classified as 

descriptive or confirmatory; however, grouping or classifying measurements based on 

either goodness-of-fit to a proposed model or clustering discovered through analysis is a 

crucial step in either hypothesis formation or decision-making. A set of patterns are 

grouped together using cluster analysis based on their degree of similarity [5]. Clustering 

is an unsupervised machine learning technique. The process of extracting examples from 

datasets of input data without labelled replies is known as unsupervised learning. To 

extract useful information from unlabelled data, clustering has mostly been utilized as a 

statistical technique to group such data. The objective of clustering is to divide the 

population or set of data points into several groups so that the data points within each 

group are more like one another and different from the data points within the other groups. 

It is essentially a grouping of items based on how similar and unlike they are to one 

another. The definition of clustering is the grouping of things in which there is little to no 

information of the links between the items in the information that is given. Clustering 

requires to make the root classes in the data visible. Furthermore, clustering is a technique 

that divides unlabelled data into distinct classes with a minimum of oversight [6]. Hard 

clustering and soft clustering are the two main categories of clustering algorithms. A data 

point can belong to two or more groups when using soft clustering as opposed to hard 

clustering, where a data point can only belong to one cluster. Hierarchical algorithms and 

partitional algorithms are two categories of hard clustering methods. In the case of a 

partitional algorithm, the dataset is divided into a single partition. In contrast, a sequence 

of divisions is created inside the dataset when using hierarchical techniques [7]. 

Moreover, since there isn't a label associated with the patterns in clustering, it is thought 

to be more challenging than supervised classification. In the case of supervised 

categorization, the assigned label serves as a hint for categorizing data items. On the other 

hand, clustering makes it challenging to determine which group a pattern will belong to 

in the absence of a label. Numerous variables or traits may be deemed appropriate for 

clustering. The situation could be made worse by the curse of dimensionality. large 

computational cost and large dimensionality both have an impact on the consistency of 
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algorithms. However, feature selection techniques have been suggested as a solution. The 

clustering criteria may also be influenced by the database sizes [8]. 

The appropriate model choice has a significant impact on the simplicity and effectiveness 

of time series data mining, as it does with most computer science issues. The available 

algorithms, data structures, and terminologies are constrained as a result. Due of these 

restrictions, academics are thinking about representing time series symbolically [9]. A 

time series of any length can be converted by Symbolic Aggregate Approximation (SAX) 

into a string of any length. The size of the alphabet is also an undefined number. Because 

it utilizes an illustration in between the raw time series and the symbolic strings, the 

discretization process is distinctive. The dataset first approximates the data using the 

Piecewise Aggregate Approximation (PAA) representation, which is then symbolized as 

a discrete string as a letter [10]. 

In this study, the data of the "BIST 100" companies between 01.01.2020-08.08.2023 years 

are used. This study clusters BIST100 companies using the Symbolic Aggregate 

Approximation (SAX) method and provides investors with various scenarios for risk 

minimization and strategic investment. The SAX method helps investors make more 

informed and sound decisions by autonomously identifying companies that exhibit 

similar price movements. The contribution of this model to the literature is its effective 

use in uncovering hidden patterns from unlabelled data, thus providing important strategic 

guidance in investment decisions. 

The remainder of the thesis structured as follows. In “Chapter 2”, a literature review 

regarding the Symbolic Aggregate Approximation (SAX) method and clustering 

techniques. In addition, the explanation of the "SAX" method and the formulas used are 

included. In “Chapter 3”, details of the data set used in the thesis, pre-processing methods 

and how the "SAX" method is applied are explained. Moreover, the results of the model 

which is explained in “Chapter 3” described and the analysis of these results are 

explained. Chapter 4 provides a summary and discussion of the societal impact and 

contribution to global sustainability of the thesis. The chapter concludes by outlining 

further directions for related research. 
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Chapter 2 

Literature Review 

2.1 Clustering 

The goal of clustering is to make the primary groups in the data more visible. 

Additionally, clustering is an algorithm that divides unlabelled data into distinct classes 

with a minimal guidance. The arrangement of the objects ensures that objects belonging 

to the same class share traits and differ from those belonging to other classes. Another 

way to explain clustering is as a machine learning component that deals with unsupervised 

learning. Algorithms that detect characteristics from datasets derived from either real or 

simulated data represent the learning process [6]. Algorithms for clustering are often 

categorized as either using a hierarchical or partitioning technique to get results. 

2.1.1 Hierarchical Clustering 

Clusters are created using top-down or bottom-up approaches to repeatedly divide the 

patterns in hierarchical clustering algorithms [11]. Agglomerative and divisive 

hierarchical clustering are the two types of hierarchical methods. The bottom-up approach 

used by the agglomerative build’s clusters from the ground up, starting with atomic 

clusters of a single object and merging them into larger and larger clusters until all the 

objects are eventually contained within a single cluster or until other termination 

conditions are met. The divisive hierarchical clustering uses a top-down method to split 

up large clusters of items into smaller clusters, which it continues to do until each object 

becomes its own cluster or until it meets termination criteria. The single-link, complete-

link, and minimum-variance algorithms are the most common incarnations of hierarchical 

clustering algorithms. The most widely used of these are the single-link and complete link 

algorithms. The way these two techniques describe the similarity between two clusters is 

different. The smallest distance between any two patterns produced from the two clusters 

is the distance between two clusters in the single-link approach. The distance that exists 
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between two clusters in the complete-link method is equal to the sum of all pairwise 

distances between patterns in the two clusters. Based on minimal distance requirements, 

two clusters are combined to create a bigger cluster in either scenario. Clusters that are 

compact or closely bonded are produced using the complete-link algorithm. On the other 

hand, the single-link algorithm experiences a chaining effect [5].  

2.1.2 Agglomerative Hierarchical Clustering 

In terms of algorithms, agglomerative hierarchical clustering methods can be described 

as greedy. To create the appropriate data structure, an irreversible algorithm is utilized in 

a series of stages. Assume that each stage of the process involves merging or aggregating 

a pair of clusters, maybe containing singletons. Numerous agglomerative hierarchical 

clustering techniques have been put forth at various points in time [11]. It is reasonable 

to divide these hierarchical algorithms into two categories of techniques. The single, full, 

weighted, and unweighted average linkage methods make up the first category of linkage 

techniques. These are techniques that can benefit from a graph representation. The second 

category of hierarchical clustering techniques includes those that let you specify the 

cluster centres. The centroid, median, and minimal variance procedures are some of these 

techniques [12].  

2.1.3 Divisive Hierarchical Clustering 

The Divisive Hierarchical Clustering usually starts with all the objects in the same cluster. 

The use of K-means Clustering then divides a cluster into individual clusters throughout 

each successive iteration. Until every object in a cluster is down or the termination 

condition is reached, the system is offline. This approach is rigorous; once merging or 

splitting has been carried out, it cannot be reversed [13]. All items are first grouped 

together into a single sizable cluster in any divisive hierarchical clustering process. A 

cluster is further split into two with each cycle. The principle governing how to separate 

or divide the cluster is what is important [14]. 

 

2.1.4 Partitional Clustering 

The iterative relocation technique, commonly known as partitional clustering, is thought 

to belong to the most common class of clustering algorithms. These algorithms iteratively 

move data points across clusters until an ideal partition is reached to minimize a specific 
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clustering criterion. The data points are divided into k partitions by the partition clustering 

technique, with each partition denoting a cluster. A particular goal function is used to 

partition the data. The items inside a cluster are similar, but the objects of separate clusters 

are "dissimilar”, and the clusters are generated to maximize an objective partitioning 

criterion, such as a dissimilarity function based on distance. Applications requiring a fixed 

number of clusters can benefit from partitioning clustering techniques [13]. 

2.1.5 K-Means Clustering 

One of the most well-known, widely used, and simplest clustering methods is the k-means 

technique, which is frequently used to address clustering issues. The provided data set is 

categorized in this technique using a user-defined number of clusters, k. To define k 

centroids, one for each cluster, is the main notion [14]. Until there are no more items that 

can be assigned to clusters, the algorithm continuously changing the assignment of 

objects to the nearest current cluster mean. The simplicity of this method is one of its 

benefits. It also has a few shortcomings. It is quite challenging to predict the number of 

clusters in advance. It is susceptible to outliers since it deals with squared distances. The 

centroids' lack of use in solving most issues is another negative [13]. 

2.1.6 Partitioning Around Medoids (PAM) 

The clustering technique Partitioning Around Medoids (PAM) uses the k-medoids model. 

Like k-means clustering, partitioning around Medoids is referred to as partitional 

clustering. PAM clustering employs data points, which have a smaller total distance of 

the resulting grouping, as opposed to k-means clustering, which uses the mean of the data 

points inside cluster to become cluster centre [15]. Moreover, the technique uses the same 

stages as the k-means algorithm, but instead of using means, it uses medoids, which 

makes it more resistant to outliers. PAM may be used to datasets that contain category 

data as well as other discrete data types, such binary data. The need that the intended 

number of clusters be preset is one issue with the PAM method [13]. 

2.1.7 Clustering Large Applications (CLARA) 

Groups of clusters with comparable geometric features are created using the Clustering 

Large Applications (CLARA) clustering method. CLARA is intended to group at least 

100 offers different algorithms for less things [16]. Furthermore, CLARA is introduced 

to address the PAM problems. Unlike PAM, this operates on a larger data collection. 
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Instead of using the entire dataset, this approach merely uses a sample of the data. Using 

the PAM method, it determines the medoid along with the information at arbitrary [17]. 

2.1.8 Clustering Large Applications Based on Randomized Search 

(CLARANS) 

PAM and CLARA are comparable to CLARANS. The selection of medoids is done at 

random to start. It interactively sketches the neighbour. “Max Neighbour” is checked for 

exchanging. A different medoid set is used if the pair is negative. If not, it selects the 

current selection of medoids as the local optimum and then randomly selects a new set of 

medoids. The procedure is stopped till the best is returned. CLARA is introduced to 

address the PAM issue. Unlike PAM, this operates on a bigger data collection. Instead of 

using the entire data set, this approach merely uses a sample of the data. Applying the 

PAM method, it determines the medoid along with the information at arbitrary [17]. 

2.2 Symbolic Aggregate Approximation (SAX) 

The Symbolic Aggregate Approximation (SAX) method is an approximation method 

used to reduce the amount of data used in time series. Since it utilizes a representation 

between the raw time series and the symbolic characters, this discretization process is 

distinctive. The data is first translated into a discrete string representation called a 

Piecewise Aggregate Approximation (PAA) model. These features are representative data 

are then converted into symbols. The algorithm has two important features. These are 

"Dimensionality Reduction" and "Lower Bounding" [9, 10]. 

2.2.1 Dimensionality Reduction 

The collection of time series that make up the database are designated as                 𝑌 =

{𝑌1, 𝑌2, … , 𝑌𝑘 }, and a time series query is indicated as 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑛 }, The length 

of each sequence in Y is n units without losing generality. Let N represent the converted 

space's dimensions (1 ≤ N ≤ n) so that can be index it. To make things easier, N is a factor 

of n. The method is not needed this, although it does make the notation simpler [18]. 

Equation (2.1) is the mathematical representation of dimensional reduction. 
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𝑋İ̅ =
𝑁

𝑛
 ∑ 𝑋𝑗

(
𝑛
𝑁

)
𝑖

𝑗=
𝑛
𝑁

(𝑖−1)+1

 (2.1) 

 

Moreover, a dataset is represented as an n-dimensional (𝑛 𝑥 D) matrix 𝑋𝑖,  made up of n 

data vectors (i ∈ {1, 2, …, n}). Let's further assume that this dataset has inherent 

dimension d, where d is often greater than or equal to D. The points in dataset X are 

located on or close to a surface with dimensionality d that is situated in the D-dimensional 

space, demonstrating whatever is meant by inherent dimensionality in this context. 

Dataset X with dimensions D is converted into a new dataset Y with dimensionality d 

using dimensionality reduction techniques, preserving as much of the original data's shape 

as feasible. In broadly, neither the inherent dimensionality d of the dataset X nor the shape 

of the data surface can be determined [19]. For the Dimensional Reduction Piecewise 

Aggregate Approximation technique is used before symbolizing dataset. 

2.2.2 Piecewise Aggregate Approximation (PAA) 

The Piecewise Aggregate Approximation (PAA) methodology is a standard and quick 

real-value technique that represents an ordered series using mean values of equal-sized 

sections [18, 20]. Furthermore, it alternately depicts a time series by dividing it into 

intervals and substituting the mean value for each one. The technique's goal is to reduce 

the number of points and clutter in a time series while maintaining the trend [21]. It is 

generally known that comparing time series with various delays and intensities is 

pointless, thus before transferring each time series to the PAA form, it is normalized to 

have a mean of zero and a standard deviation of one [10]. In Figure 2.1, an example of 

PAA application is shown. Blue dots indicate normalized time series data. The yellow 

line indicates the data set after PAA is applied. In this example, our original data consists 

of 60 points. If we take the number of PAA segments as 6, a single value is determined 

by averaging 10 sequential data. In short, this averaged data represents 10 sequential data. 

Thus, the data set will be reduced from 60 data to 6 data and the characteristics of the data 

will be preserved. 
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Figure 2.1 Example of PAA application for n=60 and Number of Segment = 6 

2.2.3 Lower Bounding 

It takes some work to demonstrate that a distance measure between two symbolic strings 

lowers the real difference among the original time series. The crucial finding that enabled 

us to establish lower limits was that the PAA distance measurement isn't as limited by the 

symbolic distance measure. Then, by only citing the previous justifications for the PAA 

representation itself, we may use transitivity to demonstrate the intended outcome. 

Additionally, there is a compromise among the variable a, which controls the level of 

detail of each estimating item, and the value for "number of segments," which controls 

the number of approximating elements. The optimum compromise cannot be determined 

mathematically since it depends heavily on facts. However, using a straightforward 

experiment, we can empirically identify the optimal values. Since we want to obtain the 

tightest lower limits possible, we can simply estimate the lower bounds over all viable 

parameter ranges and select the most suitable values [10]. 

2.2.4 Discretization 

After converting a time series database into the PAA, one more conversion might be used 

to provide a discrete representation. A discretization method that generates symbols with 

equiprobability seems required. Since normalized time series have a Gaussian 

distribution, this is simple to accomplish. The SAX requires that all the track's values are 

distributed normally. Based on this assumption, it computes quantiles to quantify the 

values and classify them into symbols, distributing the data points across the symbols 
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somewhat evenly. This makes it easier to focus on the values' concentrated value ranges 

[22].  

2.3 Distance Measure 

Different distance measurement techniques can be used to measure the difference 

between two data. If we minimize this amount of distance, it can be concluded that the 

two data are the same. On the other hand, we can assume that the distance between the 

two datasets is the same. 

2.3.1 Euclidean Distance 

The "the-crow-flies length" is a measurement used in Euclidean distance. This formula is 

used to calculate the length between two points, 𝑋 ∈ {𝑋1, 𝑋2 … } and 𝑌 ∈ {𝑌1, 𝑌2 … }. 

Calculating the square root of the sum of the squares of the discrepancies between 

identical quantities is necessary to get the Euclidean distance across each of the data 

points [23] . Equation (2.2) represents the Formulation of Euclidean Distance. 

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √∑(𝑋𝑖 − 𝑌𝑖) 2
𝑛

𝑖=1

 
(2.2) 

2.3.2 Manhattan Distance 

The Manhattan distance calculation determines the length of the route that needs to be 

taken along a grid to go from one data point to the next. The total of the gaps between 

two objects' related components is known as the Manhattan distance. This distance is 

calculated using the formula between the points X ∈ (X1, X2, …) and Y ∈ (Y1, Y2, …) 

[23]. Equation (2.3) represents the Formulation of Manhattan Distance. 

 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  ∑|𝑋𝑖 − 𝑌𝑖|

𝑛

𝑖=1

 (2.3) 
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2.3.3 MINDIST Distance 

The "MINDIST" distance is used for the symbolized datasets after the "PAA" 

transformation. This function's objective is to calculate the separation between two SAX 

representations of a time series, which necessitates calculating the separations among 

every set of symbols. This formula uses the value corresponding to each letter in the 

normal distribution to measure distance (“dist” function). These values come from the 

normal distribution divided into equal areas by alphabet size. A separate function is 

defined for these values [10] .Then, the difference of each letter in the two "SAX" series 

to the letter in the other series was calculated. These values are squared. Then, this process 

was performed for the values in the whole series, and these values are summed, and their 

square roots are taken. Lastly, this value is multiplied by "Compression Value". The 

"Compression Value" is obtained by dividing the length of the dataset by the length of 

the "PAA" transformation of the dataset and taking its square root. Equation (2.4) shows 

the calculation of Compression Rate and Equation (2.5) represents the calculation of 

MINDIST distance. 

 

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =  √
𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑇𝑖𝑚𝑒 𝑆𝑒𝑟𝑖𝑒𝑠

𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑃𝐴𝐴 𝑇𝑖𝑚𝑒 𝑆𝑒𝑟𝑖𝑒𝑠
 (2.4) 

 
 

𝑀𝐼𝑁𝐷𝐼𝑆𝑇 = 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 𝑥 √ ∑ (𝑑𝑖𝑠𝑡)2

𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑃𝐴𝐴 𝑆𝑒𝑟𝑖𝑒𝑠

𝑖=1

 

 

(2.5) 

2.4 Symbolic Aggregate Approximation Application 

There are different studies in the literature using SAX clustering applications. As 

examples of these studies, SAX has been used to show that the location identification 

approach based on the product pipeline transportation system is feasible [24], choosing 

an accurate time frame for power system planning [25], using simulation models for 

garment production lines [26], time series clustering in industrial application systems 

[27], dimensionality reduction in time series in Industrial 4.0 application [28], analysing 
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of Financial Time Series [29, 30] ,Stock Portfolio Optimization [31]. Moreover, there are 

different types of “SAX” in the literature such as SAXRegEx [22], SAX-ARM [32, 33], 

Extreme-SAX [34], HOT SAX [35-38], Extended SAX [39], SAX Parameter Estimation 

[40]. 

Table 2.1 shows the data sets to which 'SAX' was applied in the selected articles from the 

most cited and recently published articles according to the Web of Science database. The 

purpose of the data sets for which the 'SAX' process is applied is also indicated. For 

instance, the "SAX" method is used in classification methods. In 10 of the studies listed 

in Table 2.1, "UCR Datasets" data is used when preparing data for the classification 

method. [41-50] studied for classification performance. They worked on improving the 

classification performance of different data in the UCR data set with different methods 

they developed. In other studies, classification studies are carried out with different data 

sets such as energy [51, 52],                    health [53-56] , finance [57, 58], weather [59-

61], traffic [61], bearing [62, 63], network [64] and manufacturing [65-71]. Moreover, 

the number of articles on clustering is very small compared to the number of articles on 

classification. There are 7 articles about clustering. 4 of these articles are about clustering 

energy and electricity [72-74] consumption data and they tried to identify consumers with 

the same consumption habits using different methodologies. The other two articles aimed 

to bring together people with the same habits, but they worked on different data sets [75-

77]. Furthermore, there are 9 articles that use the "SAX" model on prediction. While 2 of 

these articles worked on the prediction of energy consumption, 1 worked on stock market 

data, 1 worked on maintenance data and the other worked on traffic data, 2 worked on 

prognostic dataset and the other ones worked on traffic data and COVID datasets.[78-86]. 

Other studies in Table 2.1 used the "SAX" method to perform studies such as "Boundary 

Detection", "Anomaly Detection", "Motif Discovery" [87-100]. 
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Table 2.1 Summary of Literature 

DATA TYPE PURPOSE PAPER 

UCR Datasets Classification [41] 

UCR Datasets Classification [42] 

UCR Datasets Classification [43] 

UCR Datasets Classification [44] 

UCR Datasets Classification [45] 

UCR Datasets Classification [46] 

UCR Datasets Classification [47] 

UCR Datasets Classification [48] 

UCR Datasets Classification [49] 

UCR Datasets Classification [50] 

Power Consumption Data Classification [51] 

Power Meter Sensors Data Classification [52] 

Intensive Care Unit (ICU) & Hepatitis Dataset Classification [53] 

Electroencephalography (EEG) Data Classification [54] 

Devices, ECG Signals Human Motion Simulation and 

Spectrum-measurement datasets 

Classification [55] 

Electrodermal Activity Signals Dataset Classification [56] 

Stock Price Dataset Classification [57] 

World Bank Datasets Classification [58] 

Vehicle Trajectory & Weather Data Classification [59] 

Traffic Detector Data & Weather Data Classification [60] 

IEEE 24 Bus System Data & IEEE 118 Bus System 

Data 

Classification [61] 

Bearing Data Classification [62] 

Bearing Data Classification [63] 

Network Security Datasets Classification [64] 

Soil Moisture Datasets Classification [65] 

Manufacturing Data Classification [66] 

Landsat Time Series Data Classification [67] 

Calibration Dataset Classification [68] 

Drilling Industry Data Classification [70] 

Vibration Dataset Classification [71] 

Electricity Consumption Data  Clustering [72] 

Electricity Consumption Data Clustering [73] 

Energy Consumption Data Clustering [74] 

Twitter Stream Data Clustering [75] 

Human Mobility Data Clustering [76] 
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Rail Passenger Dataset Clustering [77] 

Stock Price Dataset Prediction [78] 

Energy Consumption Data Prediction [79] 

Energy Consumption Data Prediction [80] 

Pipe Skid Maintenance Data Prediction [81] 

Performance Measurement System Dataset & Taxi 

Tracks Traffic Speeds Dataset  

Prediction [82] 

COVID Disease Datasets Prediction [83] 

Prognostic Datasets Prediction [84] 

NASA Ames Prognostics Data Prediction [85] 

Environmental, Financial, Industrial, Health Datasets Prediction [86] 

Energy Performance Dataset DayFilter Process [87] 

Crop Monitoring Data Extracting Information [88] 

Building Automation System Data Anomaly Detection [89] 

Electricity Consumption Data Anomaly Detection [90] 

Power-Quality Waveform Dataset Boundary Detection [91] 

Traffic Data Quality Analysis [92] 

Entomologists Data Motif Discovery [93] 

Electricity Consumption Data Anomaly Detection [94] 

Power Consumption Data Anomaly Detection [95] 

Electric Vehicle Driving Data Anomaly Detection [96] 

Resilient Distributed Datasets Motif Discovery [97] 

Keyboard and Mouse Interactions Dataset Anomaly Detection [98] 

 S&P500 Data and Open Power System Data Motif Discovery [99] 

Asteroids’ orbital elements Data Motif Discovery [100] 

Electricity Consumption Data Clustering [101] 

Threshing Cylinder Data Classification [102] 

 

SAX method makes analyses more efficient by reducing data size and filtering noise in 

financial data sets. By summarising time series in symbolic form, it facilitates the 

detection of complex patterns and anomalies. This reduces computation time and 

optimises resource utilisation, especially for large volumes of financial data. In addition, 

with SAX, data mining and machine learning algorithms can run faster and more 

effectively. To better model and predict fluctuations and trends in financial markets, the 

SAX method provides advantages by preserving the data structure and minimizing 

information loss. SAX method makes analyses more efficient by reducing data size and 

filtering noise in financial data sets. By summarising time series in symbolic form, it 

facilitates the detection of complex patterns and anomalies. This reduces computation 
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time and optimises resource utilisation, especially for large volumes of financial data. In 

addition, with SAX, data mining and machine learning algorithms can run faster and more 

effectively. To better model and predict fluctuations and trends in financial markets, the 

SAX method provides advantages by preserving the data structure and minimising 

information loss. 
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Chapter 3 

Material and Methods 

3.1 Data 

BIST100 companies’ data are used for analysis. In this research, closing data of 

companies in BIST100 between 2nd January 2020 and 8th August 2023 are used. Table 

3.1 shows the examples of close stock prices of companies. When the data is examined 

before starting the analysis, it is determined that AHGAZ, ALFAS, ASTOR, AYDEM, 

BIOEN, CANTE, EUREN, GENIL, GESAN, GWIND, KCAER, KMPUR, KONTR, 

KZBGY, PENTA, PSGYO, QUAGR, SMRTG, YYLGD companies have missing data 

between these dates. To maintain data accuracy, 81 companies, excluding those with 

missing data are used for analysis. As a result, a dataset consisting of 81 columns and 900 

rows is used for SAX analysis. 

Table 3.1 Example Raw Dataset of BIST100 Close Price 

 

Date AEFES AGHOL AHGAZ 

… 

VESTL YKBNK YYLGD ZOREN 

2020-01-

02 16.39649 16.79828 NA 10.1583 2.19668 NA 1.65 

2020-01-

03 16.29712 16.27363 NA 10.44178 2.135662 NA 1.59 

2020-01-

06 15.94222 15.7776 NA 10.39454 2.092077 NA 1.52 

2020-01-

07 16.65202 16.16871 NA 10.81977 2.092077 NA 1.56 

…
 

…
 

2023-08-

03 
100.400002 144.000000 12.75 108.699997 4.950000 86.800003 38.279999 

2023-08-

04 
102.099998 152.199997 12.51 118.599998 5.120000 88.699997 38.259998 

2023-08-

07 
107.699997 167.399994 12.60 124.599998 5.170000 90.300003 39.259998 

2023-08-

08 
105.000000 163.500000 12.62 116.900002 4.900000 87.599998 38.340000 



 

 

17 

 

When the distribution of the remaining companies is examined, it is observed that there 

are companies from 9 different sectors. The main sectors of the companies reported on 

Public Disclosure Platform are used [103]. According to Table 3.2, distribution of the 81 

companies, 3 are "Mining and Quarrying", 32 are "Manufacturing", 4 are “Electricity, 

Gas and Water”, 1 is "Construction and Public Works", 7 are "Wholesale and Retail 

Trade", 2 are "Transportation and Storage", 25 of them provide services in the "Financial 

Institutions", 1 in the "Technology", and 2 in the "Information and Communication" 

sector. 

Table 3.2 Sector Based Company Numbers (81 Company) 

SECTORS NUMBER 

Mining and Quarrying 3 

Manufacturing 32 

Electricity, Gas and Water 4 

"Construction and Public Works 1 

Wholesale and Retail Trade 7 

Transportation and Storage 2 

Financial Institutions 25 

Technology 1 

Information and Communication 2 

3.2 Standardization 

Data normalization is one of the methods of preliminary processing in which the data is 

scaled or changed to ensure that each characteristic contributes equally. The quality of 

the data needed to create a generalized prediction model for the classification issue 

determines how well machine learning algorithms perform. Numerous research has 

demonstrated the significance of data normalization for enhancing data quality and 

consequently the effectiveness of machine learning algorithms [104]. Moreover, cleaning 

of information, cooperation, modification, and reduction are all parts of data preparation, 

which has as its major objective ensuring the quality of the data before it is supplied to 

any learning algorithm. The z-score, decimal scaling, and min-max normalization 

techniques are the most often used standardization techniques for transforming data [105]. 

In this study, z-score technique is used for normalization. Data is scaled for standard 

normal distribution which is the mean is zero and standard deviation is 1. For this purpose, 

the mean and standard deviation of each company are calculated separately. After the data 

reduction process of each company is made, it is brought together again for SAX analysis 

as shows in Table 3.3. Normalized calculation of Stock Price for each company is 
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calculated via Equation (3.1).  𝑋 denotes stock price. 𝜇 is mean stock price of company 

and 𝜎 is standard deviation of stock price of company.  

 
𝑋 − 𝜇

𝜎
= 𝑋𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (3.1) 

 

Table 3.3 Example Normalized Dataset of BIST100 Close Price For 81 Companies. 

3.3 Piecewise Aggregate Approximation (PAA) 

Time series data mining has attracted considerably more attention with the growth of 

temporal data sets from many fields, for dimensionality reduction and the creation of 

effective similarity metrics, representations are crucial. High-level representations such 

as Fourier transforms, wavelets, piecewise polynomial models, are taken into 

consideration. To reflect the similarity of the time series, autoregressive kernels are 

recently implemented [106]. A major challenge in the processing and administration of 

time series data is similarity search and detection. While several dimensionality reduction 

strategies have been proposed to increase the effectiveness of similarity searches, most 

approaches to this problem have been developed around the idea of dynamic temporal 

warping. There is a critical need for enabling similarity identification in time series in a 

method that is both accurate and quick due to the constant growth of sources of time series 

data and the importance of real-world applications that use such data [107]. 

PAA method is used for dimensionality reduction. Applying the mean values of sections 

of similar size, the PAA methodology expresses an ordered series quickly and 

Date AEFES AGHOL 

… 

VESTL YKBNK ZOREN 

2020-01-02 -0.78889 -0.85898 -1.13744 -0.6906 -0.7406 

2020-01-03 -0.79415 -0.87458 -1.1198 -0.70832 -0.77979 

2020-01-06 -0.81296 -0.88932 -1.12274 -0.72097 -0.82551 

2020-01-07 -0.77535 -0.8777 -1.09629 -0.72097 -0.79938 

…
 

2023-08-03 3.661844 2.922657 

… 

1.91021 2.754363 1.003234 

2023-08-04 3.751915 3.166439 1.938203 2.870518 0.98364 

2023-08-07 4.048618 3.618326 2.103053 2.980865 0.944453 

2023-08-08 3.905565 3.502381 1.981749 3.007 0.898735 
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conventionally [108]. Additionally, alternatively represent a time series by splitting it into 

intervals and replacing each one with the mean value. To retain the trend, the approach 

aims to decrease the number of points and clutter in a time series [21]. 

In Figure 3.1, it is an example of application of PAA on the data. Blue line represents the 

normalized values of AEFES company closed stock price. Orange line represents the 

PAA results of AEFES. In this example, dimension is reduced to 900 to 10. Thus, the 

average of the 90-day closing data is taken and the average of the 90-day data is assumed 

as a single data. 

 

Figure 3.1 The Example of Piecewise Aggregate Approximation of AEFES For Number 

Segment=10 

3.4 Symbolic Aggregate Approximation (SAX) 

In time series, the SAX approach is a approximation technique. This discretization 

approach differs because it employs a representation intermediate between the raw time 

series and the symbolic characters. A symbolic transformation that turns a time series into 

a string is built into SAX on top of PAA. The time series is segmented, just as PAA, 

except the lengths of the segments might vary. To find the alphabet symbol that each 

segment is mapped to, a table of breakpoints and the mean of each segment are combined 

[109]. PAA model, a discrete string representation of the data, is created first. Then, the 

PAA applied dataset is assigned to the specified alphabet number. For this, first the 

alphabet number is determined. The values that will allow the normal distribution graph 

to be divided into equal areas are determined as critical values. Letters are assigned to 
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these fields in alphabetical order. Whichever range the PAA value of data corresponds to, 

the letter assigned to this range will be the letter used in place of the value [9, 10]. 

In Figure 3.2, an example of the application of SAX on the data is shown. The PAA 

version of the "AEFES" data in Figure 3.1 is used. In this example, the Normal 

distribution graph is divided into 6 equal parts which is alphabet size. As a result, the 

critical points are -0.97, -0.43, 0, 0.43 and 0.97, respectively. Finally, alphabet letter 

assignment is made according to which range the data corresponds to, and the vector [b, 

b, b, b, b, c, c, e, f, f] will be used instead of the actual data. 

 

 

Figure 3.2 The Example of Piecewise Aggregate Approximation of AEFES For 

Number Segment=10 and Alphabet Size=6 

3.5 Clustering 

Making the major groupings in the data more obvious is the aim of clustering. In addition, 

clustering is an algorithm that, with the least amount of direction, separates unlabelled 

data into discrete groupings. The placement of the items ensures that they have 

characteristics in common with one another and set them apart from objects of other 

classes. Clustering may also be thought of as a kind of machine learning that deals with 

unsupervised learning. The learning process is represented by algorithms that find 

features in datasets created from either actual or simulated data [6]. To achieve outcomes, 

clustering algorithms are frequently characterized as either employing a hierarchical or 

partitioning method.  
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In this study, dendrogram tree graph, which is one of the hierarchical clustering methods, 

is used. This involves employing certain algorithms designed to create a dendrogram 

which is a form of tree diagram that displays how clusters created by a clustering 

technique are arranged. These methods use the given input data and generate a 

dendrogram-able hierarchical structure of clusters. Cluster analysis is a type of 

hierarchical grouping. The hierarchical structure of hierarchical algorithms, which is 

established throughout the algorithm's execution, is one of the primary benefits over non-

hierarchical alternatives. Every hierarchy in the dendrogram represents a single algorithm 

step [110]. 

The letter vectors of the companies created using the SAX algorithm were used as the 

input of the dendrogram graph. The "Unicode" values of the letters are used to measure 

the distance between the letters. Thus, it is aimed that the same letter vectors are in the 

same cluster. The "Euclidean" distance is used when measuring the distance between 

vectors. Moreover, different linkage method is used for creating clusters such as “Single”, 

“Average”, “Complete” and “Ward”. The lowest distance between a particular instance 

from the first cluster and an instance from the second cluster is how one linkage 

determines the distance between two clusters. While the measurement of the farthest 

neighbour contributes to the impact of marginal data, complete linkage marginal 

situations prevent near clusters from merging. To offer a more realistic assessment of the 

distance between clusters, average linkage is intended to provide a natural compromise 

between the linkage measurements. The distances between each instance in the first 

cluster and each case in the second cluster are computed, averaged, and then used to 

determine average linkage [111]. Every conceivable union of clusters is considered at 

each stage of the Ward clustering process, and the two clusters that result in the least 

amount of information loss when they merge are joined. The Sum of Square criteria was 

used by Ward to characterize information loss [112]. The objective is to locate the two 

clusters that are closest to one another and unite them. There are several distinct 

connection metrics that each define the distance between cluster pairs differently. Some 

metrics use the minimum or the largest range that can be discovered between pairs of 

examples where each of them is from a separate cluster to determine the distance between 

two clusters [111]. Finding the ideal number of clusters is an important process in 

clustering algorithms. Different methods can be used to find the ideal number of clusters. 

In this study, the "Elbow Method" is used. The elbow technique examines the amount of 

variation that can be explained as a function of the number of clusters. This strategy 
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assumes that one should select several clusters to ensure that adding more clusters does 

not significantly improve the modelling of the data. Plotted against the number of clusters 

is the proportion of variation explained by the clusters.  The first clusters will significantly 

increase the amount of information, but at some point, the marginal gain will drastically 

decrease, giving the graph an angle. The "elbow criterion" refers to the decision to select 

the appropriate number of clusters at this stage. The cost begins to decline sharply at a 

certain number for k, and when you raise it more, it then comes to a rest [113]. 

"Distortion" value is used as "Key Performance Index" in the elbow method. Small k 

values are ideal for the elbow approach. The elbow technique figures out the squared 

variation between several k values. The average distortion degree decreases as the k value 

rises. Each category has fewer samples, and the samples are located nearer the centre of 

gravity. The k value corresponding to the elbow is the place where the improving impact 

of the distortion degree drops the fastest as the k value rises [114]. 

 

3.6 Experimental Study 

Normalized data of 81 companies are used for analysis. For the application of the SAX 

algorithm, tests are carried out on different alphabet sizes and segment numbers. Each of 

the alphabet numbers from 3 to 10 is tried with different segment numbers. Moreover, 

segment numbers are chosen as values that give a mod 0 result of 900 which is the size 

of the data. Since it is difficult to analyse all combinations for validation, the following 

combinations are chosen as sample: (Alphabet Size “4” and Number of Segment “25”), 

(Alphabet Size “9” and Number of Segment “25”), (Alphabet Size “7” and Number of 

Segment “45”), (Alphabet Size “7” and Number of Segment “180”). SAX application is 

performed for each combination and a dendrogram is plotted using the vectors converted 

to "Unicode". 

Figure 3.3 represents the example of dendrogram for Alphabet Size “4” and Number of 

Segment “25” with usage of Ward linkage. The names of the companies are shown on the 

x axis. Furthermore, on the y axis, it shows the distances between vectors. Horizontal 

lines indicate companies that form clusters together according to the distance specified 

on the y-axis. Each vertical line intersecting each horizontal line represents different 

groups. For instance, in Figure 3.3 represents the 4th cluster for Alphabet Size “4” and 
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Number of Segment “25” with usage of Ward linkage. If we take the dashed line as 

reference, 4 clusters can be formed with approximately 7.2. 

A comparison of different cluster numbers is made for each alphabet size, number of 

Segment combination. The purpose of this analysis is to identify companies that act 

together in different cluster numbers. The results of 10, 20, 30 and 40 clustering are 

analysed using the dendrogram graphics of the combinations determined because of the 

tests. Moreover, Cluster values selected using the elbow method are also analysed in the 

dendrograms. The elbow method is analysed for each alphabet and segment number 

combination and different linkage methods. In figure 3.4, represents the example 

application of Elbow Method for Alphabet Size “4” and Number of Segment “25” with 

usage of Ward linkage. In this figure, x axis represents number of clusters from 1 to 50 

and y axis represents the amount of distortion for number of clusters. When the graph is 

analysed, the ideal cluster value is determined as 13 and the "distortion" value is 161.965. 

Dendrograms of other linkage methods and other SAX parameters are listed in the 

Appendix A.  

 

 

Figure 3.3 The Example of Dendrogram for Alphabet Size = 4 Number of Segment = 

25 With Usage of Ward Linkage 
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Figure 3.4 The example application of Elbow Method for Alphabet Size = 4 Number of 

Segment = 25 with usage of Ward linkage 

 

Table 3.4 shows the selected cluster value and "distortion" values of 10, 20, 30 and 40 for 

each combination and linkage value. According to the obtained results, the best values of 

the cluster numbers are in bold.  

 

Table 3.4 The Selected Cluster Value and "Distortion" Values Of 10, 20,30 And 40 

For Each Combination and Linkage Value 

  

Alphabet Size=4 

Num Segment=25 

Alphabet Size=9 

Num Segment=25 

Alphabet Size=7 

Num Segment=180 

Alphabet Size=7 

Num Segment=45 

AVERAGE 

k Distortion k Distortion k Distortion k Distortion 

9 254.192 10 781.924 10 4209.415 10 1051.639 

10 245.758 14 576.114 13 3402.235 17 622.595 

20 133.316 20 376.344 20 2688.073 20 571.194 

30 81.297 30 209.324 30 1379.407 30 324.020 

40 41.417 40 135.218 40 903.196 40 198.037 

COMPLETE 

10 232.802 10 676.567 10 3548.976 10 830.866 

14 164.017 12 566.121 14 2746.310 14 630.459 

20 120.780 20 316.535 20 2066.459 20 477.969 

30 71.003 30 190.267 30 1263.865 30 288.717 

40 45.403 40 125.906 40 804.551 40 184.986 

SINGLE 

10 330.250 10 955.028 10 4914.653 10 1197.694 

16 247.375 12 851.935 15 3799.892 17 762.054 

20 223.689 20 559.396 20 2831.060 20 684.257 

30 159.406 30 414.942 30 2137.360 30 515.194 

40 78.667 40 218.514 40 1521.564 40 355.600 

WARD 

10 198.996 10 589.043 10 3327.717 10 809.397 

13 161.965 12 500.989 12 2943.730 12 704.709 

20 110.289 20 298.750 20 1940.199 20 449.367 

30 66.333 30 183.834 30 1226.483 30 278.199 

40 39.233 40 118.250 40 802.700 40 183.369 
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In Table 3.5, there is an example of companies in clusters are shown for Alphabet Size 

“4” and Number of Segment “25” combination for Ward linkage with different cluster 

numbers such as 10, 13. According to the 10 clusters, BRSAN, IZMDC, ULKER belong 

at the first cluster (C1), EREGL, ISDMR, ISGYO, KRDMD, PETKM, SNGYO, VESBE 

are in the Cluster 2. At the cluster 4, AEFES, BRYAT, CIMSA, ECZYT, EGEEN, 

ENJSA, GUBRF, HEKTS, ISMEN, KCHOL, KONYA, KOZAL, MAVI, OTKAR, 

PGSUS, SASA, THYAO, TKNSA, TOASO, TTRAK, VESTL are assigned. However, 

AKFGY is only assigned individually. Similarly, according to 13 cluster, BRSAN and 

ULKER are in the same cluster at the C4. IZDMC is in a different cluster (C11). EREGL, 

ISDMR, KRDMD, PETKM, VESBE are in the C12. Although ISGYO and SNGYO were 

previously in this cluster, they are now separated as a separate cluster (C7). 
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Table 3.5 An Example of Companies in Clusters are shown for Alphabet Size = 4 Number of Segment = 25 Combination for Ward 

Linkage 

# of 

Cluster 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 

10 

[BRSAN, 

IZMDC, 
ULKER] 

[EREGL, 

ISDMR, ISGYO, 
KRDMD, 

PETKM, 

SNGYO, 
VESBE] 

[BAGFS, 

GLYHO, 

HALKB, 
ODAS, 

SKBNK, 

TUKAS, 
VAKBN, 

ZOREN] 

[AEFES, 

BRYAT, 
CIMSA, 

ECZYT, 

EGEEN, 
ENJSA, 

GUBRF, 

HEKTS, 
ISMEN, 

KCHOL, 

KONYA, 
KOZAL, 

MAVI, 

OTKAR, 
PGSUS, 

SASA, 

THYAO, 
TKNSA, 

TOASO, 

TTRAK, 
VESTL] 

[ALBRK, 

BERA, 
BUCIM] 

[AKCNS, 

ASELS, 
BIMAS, 

DOHOL, 

ECILC, 
EKGYO, 

GSDHO, 

MGROS, 
OYAKC, 

SELEC, 

SOKM, 
TCELL] 

[AGHOL, 

AKBNK, 

ALARK, 
ISCTR, 

TKFEN, 

TSKB, 
TTKOM, 

YKBNK] 

[AKFGY] 

[ARCLK, 

CCOLA, 
CEMTS, 

DOAS, 

FROTO, 
IPEKE, 

KARSN, 

KORDS, 
KOZAA] 

[AKSA, 

AKSEN, 
ASUZU, 

ENKAI, 

GARAN, 
SAHOL, 

SISE, 

TAVHL, 
TUPRS] 

- - - 

13 

[BAGFS, 

GLYHO, 

ODAS, 
SKBNK, 

ZOREN] 

[AEFES, 

BRYAT, 
CIMSA, 

ECZYT, 

EGEEN, ENJSA, 
GUBRF, 

HEKTS, 

ISMEN, 
KCHOL, 

KONYA, 

KOZAL, MAVI, 
OTKAR, 

PGSUS, SASA, 

THYAO, 
TKNSA, 

TOASO, 

TTRAK, 
VESTL] 

[AGHOL, 

AKBNK, 

ALARK, 
ISCTR, 

TKFEN, 

TSKB, 
TTKOM, 

YKBNK] 

[BRSAN, 

ULKER] 

[ALBRK, 

BERA, 
BUCIM] 

[AKCNS, 

ASELS, 
BIMAS, 

DOHOL, 

ECILC, 
EKGYO, 

GSDHO, 

MGROS, 
OYAKC, 

SELEC, 

SOKM, 
TCELL] 

[ISGYO, 

SNGYO] 
[AKFGY] 

[ARCLK, 

CCOLA, 
CEMTS, 

DOAS, 

FROTO, 
IPEKE, 

KARSN, 

KORDS, 
KOZAA] 

[AKSA, 

AKSEN, 
ASUZU, 

ENKAI, 

GARAN, 
SAHOL, 

SISE, 

TAVHL, 
TUPRS] 

[IZMDC] 

[EREGL, 

ISDMR, 

KRDMD, 
PETKM, 

VESBE] 

[HALKB, 

TUKAS, 
VAKBN] 
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Different clusters for analysing companies’ movements for 4 different segments and 

alphabet numbers. 5 different cluster numbers are analysed in 4 different segment and 

alphabet number combinations for different linkage methods. A total of 20 different 

clusters are obtained for each linkage method. It is determined which cluster each 

company is in. In addition to this, it is aimed to determine which companies are in the 

same group with each other and how many times they will in same cluster. Table 3.6 

shows example of the bilateral movements of the companies are analysed and an 81x81 

matrix is created for 81 companies for Ward linkage method. For instance, AKBNK and 

AEFES moved together in 12 of 20 clusters. Moreover, AKBNK and YKBNK moved 

together in 15 of 20 clusters. On the other hand, AKBNK could not move together with 

VESBE or ULKER in any cluster. The results of all other combinations and options are 

given in Appendix B-E Parts. 

 

Table 3.6 The Example of The Bilateral Total Movements of The Companies 

  AEFES AGHOL AKBNK AKCNS AKSA 

… 

TUPRS VAKBN VESBE VESTL YKBNK ZOREN 

AEFES 0 11 12 0 0 8 0 0 3 9 0 

AGHOL 11 0 12 0 0 9 0 0 0 11 0 

AKBNK 12 12 0 0 0 8 0 0 0 15 0 

AKCNS 0 0 0 0 0 0 0 0 6 0 0 

AKFGY 0 0 0 0 0 0 0 0 0 0 0 

AKSA 0 0 0 0 0 3 0 2 0 0 0 

…
 …

 

TUPRS 8 9 8 0 3 0 0 0 0 10 0 

ULKER 0 0 0 0 0 0 0 0 0 0 0 

VAKBN 0 0 0 0 0 0 0 0 0 0 5 

VESBE 0 0 0 0 2 0 0 0 0 0 0 

VESTL 3 0 0 6 0 0 0 0 0 0 0 

YKBNK 9 11 15 0 0 10 0 0 0 0 0 

ZOREN 0 0 0 0 0 0 5 0 0 0 0 
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Chapter 4 

Conclusions and Future Prospects  

4.1 Conclusions 

In this study, the SAX method is used to group 81 stocks selected from the BIST-100 and 

autonomously identify which stocks have similar characteristics in terms of price 

movements. We have obtained multiple detailed results based on different combinations 

of parameters, because of the size limitation however, in this section, we summarize the 

results and discussions yielded by optimum number of clusters which is 13. 

As shown in Table 3.5, in the first scenario (each scenario is a combination of alphabet 

size and number of segments), the last data collection date for stocks divided into 10 and 

13 clusters is 08.08.2023. The number of clusters 13 is also the optimum number of 

clusters generated by the Ward model. As an example, analysis, when we divide these 

stocks into 10 clusters, it is seen that one of the clusters is BRSAN, IZDMC, and ULKER 

stocks. Due to the focus of this study, 3 stocks are expected to exhibit similar behaviour 

in terms of price movements. When we look at the price movements from 08.08.2023 to 

27.11.2023, it is seen that BRSAN and ULKER stocks made approximately 135% and 

131% return respectively, while IZDMC stock lost approximately 40% in the same 

period. This situation is handled by dividing the stocks into 10 different groups and 

expecting that the stocks in each group will act similarly.  

On the other hand, when the shares are divided into 13 different groups for the same 3 

stocks, the situation changes completely in parallel with the increase rates seen in Figure 

4.1. In this scenario, BRSAN and ULKER are in one group while IZDMC forms a group 

on its own. This also supports the ward model's determination of the optimum number of 

clusters as 13. 
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Figure 4.1 Stock Price movement of BRSAN, ULKER and IZDMC 

 

Based on the focus of the study, the following question can be asked: How can this study 

help an investor's decision-making process? To present various scenarios based on this 

question, we have proceeded through the clusters formed with reference to the number of 

13 clusters. Our study provides strategic guidance to an investor on the issues listed 

below.  

• Companies acting together in the same sector. 

Sector-based movements can be observed in stock market price movements from time to 

time. These price movements, which may be upward or downward, may cause companies 

operating in the same sector to exhibit similar movements. In addition, these sector-based 

movements may not affect the stocks traded in the same sector equally. It will be 

important to observe which firms in the same sector exhibit similar movements. As one 

of the results of this study, as shown in Table 3.5, ISGYO and SNGYO stocks are in the 

same cluster when price movements in the last three years are observed until 08.08.2023. 

However, when we look at the price movements from 08.08.2023 to 27.11.2023, ISGYO 

stock provides a return of approximately 23%, while SNGYO stock has a loss of -4%. 

Therefore, the decision maker can make an inference for SNGYO and ISGYO shares, 

which should exhibit similar movements with reference to this study but behave 

differently in a certain period. 
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• Non-sector companies that can act in parallel with a particular sector.  

Another noteworthy point in our study is that while the majority shares in a cluster are 

from a certain sector, there are companies from other sectors in the same cluster. In other 

words, non-sectoral firms acting in parallel with a particular sector. When we look at 

Table 3.5, while Cluster 12 consists mainly of iron and steel shares, PETKIM and 

VESBE, which are from different sectors, have shown similar movements. A similar 

situation is valid for Cluster 13; TUKAS, which is in the food sector, showed similar 

characteristics with HALKB and VAKBN in the banking sector. Investors can look at the 

historical price movements (last 1 month, last 2 months, etc.) of these stocks, which are 

expected to be in the same cluster, and shape their investment decisions according to 

outliers.  

• Companies acting independently. 

As shown in Table 3.5 and Table 3.6, some firms formed single clusters. For example, 

only AKFGY and IZDMC shares are included in Clusters 8 and 11, respectively. It may 

be beneficial for investors who will make investment decisions to consider the fact that 

such firms may have unique price movements.  

• Companies that differ from similar companies negatively/positively 

In another scenario, stocks that are positively differentiated from firms in the same cluster 

- that is, expected to show similar price movements - because of this study. Investors can 

make more optimized decisions by taking this information into account. For example, as 

expected, THYAO and PGSUS are in the same cluster as two similar companies in the 

aviation industry. However, between 08.08.2023 and 27.11.2023, PGSUS suffered a loss 

of approximately 21% while THYAO suffered a loss of approximately 0.5%. These 

gain/loss differences in these companies, which are in the same cluster and have similar 

fields of activity, may help investors to make the right decision.  

In addition to these comments, the ideal clusters specified in Table 3.5 are analysed. The 

closing prices of the companies in each cluster on 08.08.2023 and 27.11.2023 were 

evaluated. The difference between two dates is calculated as a percentage loss or gain. 

Additionally, the analysis was made by averaging the percentage earnings of the 

companies in each cluster. These analyses are shown in Table 4.1. 

If we look at the analysis in the clusters, the average return of the companies in the C4 

cluster is the highest. On the other hand, while companies in clusters C1, C2, C3, C4, C5, 
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C6, C7, C10 and C12 made profits, companies in clusters C8, C9 and C11 made losses 

for investors. 

Table 4.1 Net Worth Analysis of Each Cluster 

Cluster Stock 
Start 

(8.08.2023) 

End 

(27.11.2023) 

NET WORTH 

(Percentage) 

NET WORTH EACH 

CLUSTER (Percentage) 

C1 

BAGFS 32.86 38.74 17.894% 

34.301% 

GLYHO 13.40 11.46 -14.478% 

ODAS 11.16 12.00 7.527% 

SKBNK 3.19 7.43 132.915% 

ZOREN 4.16 5.31 27.644% 

C2 

AEFES 105.00 115.20 9.714% 

13.638% 

BRYAT 1951.40 2380.00 21.964% 

CIMSA 26.86 35.56 32.404% 

ECZYT 210.40 326.25 55.062% 

EGEEN 6437.40 10400.00 61.556% 

ENJSA 49.12 49.60 0.977% 

GUBRF 327.00 373.25 14.144% 

HEKTS 29.70 21.04 -29.158% 

ISMEN 30.42 33.06 8.679% 

KCHOL 130.00 142.40 9.538% 

KONYA 4496.90 9020.00 100.583% 

KOZAL 28.24 22.82 -19.193% 

MAVI 93.10 104.60 12.352% 

OTKAR 322.00 437.25 35.792% 

PGSUS 923.00 728.00 -21.127% 

SASA 56.65 46.64 -17.670% 

THYAO 261.80 260.50 -0.497% 

TKNSA 26.68 37.18 39.355% 

TOASO 296.70 241.30 -18.672% 

TTRAK 787.30 718.50 -8.739% 

VESTL 60.30 59.90 -0.663% 

C3 

AGHOL 163.50 205.30 25.566% 

18.414% 

 

AKBNK 
28.16 34.30 21.804% 

 ALARK 110.90 104.20 -6.041% 

 ISCTR 16.23 22.48 38.509% 

 TKFEN 43.80 46.70 6.621% 

 TSKB 6.14 7.59 23.616% 

 

TTKOM 
20.78 22.84 9.913% 

 

YKBNK 
14.93 19.01 27.328% 

C4 
BRSAN 314.00 740.50 135.828% 

122.914% 
 ULKER 42.50 89.25 110.000% 

C5 

ALBRK 3.33 4.12 23.724% 

11.650%  BERA 14.88 14.50 -2.554% 

 BUCIM 7.91 9.00 13.780% 
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C6 

AKCNS 116.90 153.10 30.967% 

14.470% 

 ASELS 38.00 49.40 30.000% 

 BIMAS 231.20 320.50 38.625% 

 DOHOL 12.90 13.62 5.581% 

 ECILC 42.74 49.46 15.723% 

 EKGYO 8.95 7.60 -15.084% 

 GSDHO 4.76 4.15 -12.815% 

 

MGROS 
331.10 375.75 13.485% 

 

OYAKC 
62.25 70.00 12.450% 

 SELEC 46.08 52.75 14.475% 

 SOKM 45.26 59.30 31.021% 

 TCELL 53.70 58.65 9.218% 

C7 
ISGYO 17.77 21.86 23.016% 

9.458% 
SNGYO 3.17 3.04 -4.101% 

C8 AKFGY 4.90 4.68 -4.490% -4.490% 

C9 

ARCLK 148.00 142.90 -3.446% 

-2.853% 

 CCOLA 335.70 415.25 23.697% 

 CEMTS 11.08 11.81 6.588% 

 DOAS 269.50 252.00 -6.494% 

 FROTO 943.80 822.50 -12.852% 

 IPEKE 45.72 41.00 -10.324% 

 KARSN 11.60 9.60 -17.241% 

 KORDS 84.20 84.75 0.653% 

 KOZAA 59.90 56.15 -6.260% 

C10 

AKSA 87.60 90.95 3.824% 

8.088% 

 AKSEN 38.34 35.20 -8.190% 

 ASUZU 255.50 233.50 -8.611% 

 ENKAI 32.94 34.60 5.039% 

 

GARAN 
48.22 54.75 13.542% 

 SAHOL 57.60 62.55 8.594% 

 SISE 51.45 50.00 -2.818% 

 TAVHL 112.60 121.80 8.171% 

 TUPRS 101.80 156.00 53.242% 

C11 IZMDC 8.60 6.11 -28.953% -28.953% 

C12 

EREGL 40.98 41.28 0.732% 

5.298% 

 ISDMR 39.02 36.20 -7.227% 

 

KRDMD 
23.60 25.10 6.356% 

 PETKM 18.32 22.26 21.507% 

 VESBE 16.20 17.03 5.123% 

C13 

HALKB 13.77 13.35 -3.050% 

1.599%  TUKAS 9.60 8.15 -15.104% 

 

VAKBN 
12.33 15.16 22.952% 
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These scenarios are just a few examples of scenarios and inferences that can help investors 

make the right decisions because of our study and embody the basic logic of our study.  

 

4.2 Societal Impact and Contribution to Global 

Sustainability 

The study outlined in the abstract holds significant potential for both social impact and 

global contribution within the realm of financial markets. By employing computational 

finance techniques like the Symbolic Aggregate Approximation (SAX) method and 

clustering algorithms, the research aims to democratize access to predictive insights in 

stock market behaviour. In doing so, it empowers a broader range of stakeholders, 

including traders and investors, to make informed decisions, thereby potentially reducing 

information asymmetry and enhancing market efficiency. This democratization of 

predictive analytics could lead to more equitable participation in financial markets, 

fostering economic inclusion and potentially mitigating disparities in wealth distribution. 

Furthermore, the study's focus on the BIST100 companies demonstrates a localized 

approach that could have ripple effects on the global stage. By providing actionable 

insights tailored to a specific market, the research contributes to the robustness and 

stability of financial systems, thereby fostering confidence among domestic and 

international investors. Moreover, the use of the dendrogram tree graph for analysing 

clustering patterns adds transparency to the process, enhancing trust and understanding 

among stakeholders. Overall, the study not only has the potential to revolutionize 

decision-making in financial markets but also to promote broader societal benefits by 

levelling the playing field and fostering confidence in investment opportunities, thereby 

contributing to global economic stability and prosperity. 

 

4.3 Future Prospects 

In our pursuit of future studies, we aim to enhance the scope of our current research, 

which focused on 81 firms selected by segregating newly publicly offered shares from 
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the BIST100 stocks. Our envisioned expansions include broadening the investigation to 

encompass BISTTUM, allowing for a more comprehensive understanding of market 

dynamics. Additionally, we intend to delve deeper into sector-specific analyses, 

recognizing the nuances and unique factors influencing various industries. Another 

avenue of exploration involves conducting a parallel study specifically tailored to newly 

publicly offered companies, enabling a comparative analysis of their performance and 

market behaviour. Moreover, we seek to refine our approach by customizing the study 

parameters to companies exhibiting similar technical metrics, such as the P/E ratio and 

the MV/BV ratio, facilitating a more nuanced evaluation within homogeneous subsets. 

Furthermore, we aspire to augment the sophistication of our clustering algorithm by 

incorporating additional attributes such as trading volume, market capitalization, and the 

number of outstanding shares. By integrating these multifaceted variables, we anticipate 

a more nuanced and comprehensive understanding of market dynamics, enabling us to 

discern subtle patterns and trends that might elude conventional analysis. In essence, our 

future endeavours aim to elevate the depth and breadth of our research, fostering insights 

that are not only relevant but also actionable in navigating the complexities of the 

financial landscape. 
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APPENDIX 

 

Appendix A 1 Dendrogram for Alphabet Size = 4 Number of Segment = 25 With 

Usage of Average Linkage 

 

 

Appendix A 2 Dendrogram for Alphabet Size = 9 Number of Segment = 25 With 

Usage of Average Linkage 



 

 

44 

 

 

Appendix A 3 Dendrogram for Alphabet Size = 7 Number of Segment = 45 With 

Usage of Average Linkage 

 

 

Appendix A 4 Dendrogram for Alphabet Size = 7 Number of Segment = 180 With 

Usage of Average Linkage 
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Appendix A 5 Dendrogram for Alphabet Size = 4 Number of Segment = 25 With 

Usage of Complete Linkage 

 

 

Appendix A 6 Dendrogram for Alphabet Size = 9 Number of Segment = 25 With 

Usage of Complete Linkage 
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Appendix A 7 Dendrogram for Alphabet Size = 7 Number of Segment = 45 With 

Usage of Complete Linkage 

 

 

Appendix A 8 Dendrogram for Alphabet Size = 7 Number of Segment = 180 With 

Usage of Complete Linkage 
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Appendix A 9 Dendrogram for Alphabet Size = 4 Number of Segment = 25 With 

Usage of Single Linkage 

 

 

Appendix A 10 Dendrogram for Alphabet Size = 9 Number of Segment = 25 With 

Usage of Single Linkage 
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Appendix A 11 Dendrogram for Alphabet Size = 7 Number of Segment = 45 With 

Usage of Single Linkage 

 

 

Appendix A 12 Dendrogram for Alphabet Size = 7 Number of Segment = 180 With 

Usage of Single Linkage 
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Appendix A 13 Dendrogram for Alphabet Size = 4 Number of Segment = 25 With 

Usage of Ward Linkage 

 

 

Appendix A 14 Dendrogram for Alphabet Size = 9 Number of Segment = 25 With 

Usage of Ward Linkage 
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Appendix A 15 Dendrogram for Alphabet Size = 7 Number of Segment = 45 With 

Usage of Ward Linkage 

 

 

Appendix A 16 Dendrogram for Alphabet Size = 7 Number of Segment = 180 With 

Usage of Ward Linkage 
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Appendix B 1 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage 
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Appendix B 2 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage (Continued) 
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Appendix B 3 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage (Continued) 



 

 

54 

 

 

Appendix B 4 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage (Continued) 
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Appendix B 5 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage (Continued) 

 

 

Appendix B 6 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage (Continued) 



 

 

56 

 

 

Appendix B 7 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Complete Linkage (Continued) 
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Appendix C 1 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage 
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Appendix C 2 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage (Continued) 
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Appendix C 3 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage (Continued) 
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Appendix C 4 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage (Continued) 

 

 

Appendix C 5 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage (Continued) 
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Appendix C 6 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage (Continued) 

 

 

Appendix C 7 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Average Linkage (Continued) 
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Appendix D 1 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Single Linkage  



 

 

63 

 

 

Appendix D 2 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Single Linkage (Continued) 
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Appendix D 3 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Single Linkage (Continued) 
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Appendix D 4 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Single Linkage (Continued) 

 

Appendix D 5 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Single Linkage (Continued) 
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Appendix D 6 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Single Linkage (Continued) 
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Appendix E 1 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage 
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Appendix E 2 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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Appendix E 3 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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Appendix E 4 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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Appendix E 5 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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Appendix E 6 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 

 

Appendix E 7 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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Appendix E 8 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 

 

Appendix E 9 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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Appendix E 10 Bilateral movement Alphabet Size = 4 Number of Segment = 25 

Combination for Ward Linkage (Continued) 
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