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#### Abstract

In this article, we study a singular multi-point dynamic eigenvalue problem on time scales. We find existence of positive solutions by constructing the Green's function and studying its positivity eigenvalue intervals. Two examples are given to illustrate our results.


## 1. Introduction

In this article, we consider the following singular $m$-point dynamic eigenvalue problem on time scales

$$
\begin{gather*}
\left(p(t) u^{\Delta}(t)\right)^{\nabla}+\lambda f(t, u(t))=0, \quad t \in(0,1] \cap \mathbb{T}  \tag{1.1}\\
\alpha u(0)-\beta p(0) u^{\Delta}(0)=\sum_{i=1}^{m-2} a_{i} u\left(\xi_{i}\right), \quad \gamma u(1)+\delta p(1) u^{\Delta}(1)=\sum_{i=1}^{m-2} b_{i} u\left(\xi_{i}\right) . \tag{1.2}
\end{gather*}
$$

Some basic definitions on dynamical systems on time scales can be found in [5, 6. Throughout this paper, it is assumed that
(H1) $p:(0,1)_{\mathbb{T}} \rightarrow(0,+\infty)$ and $\int_{0}^{1} \frac{1}{p(s)} \Delta s$ exists; we let $Q(t):=\int_{0}^{t} \frac{1}{p(s)} \Delta s$;
(H2) $\xi_{i} \in(0,1)_{\mathbb{T}}$ with $0<\xi_{1}<\xi_{2}<\cdots<\xi_{m-2}<1, a_{i}, b_{i} \in[0,+\infty)$ with $0<\sum_{i=1}^{m-2} a_{i}<\alpha, 0<\sum_{i=1}^{m-2} b_{i}<1, \alpha, \beta, \delta \geq 0, \gamma \leq 0$ and

$$
0<\sum_{i=1}^{m-2} b_{i} Q\left(\xi_{i}\right)-\gamma Q(1)-\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\gamma-\sum_{i=1}^{m-2} b_{i}\right)\left(\beta+\sum_{i=1}^{m-2} b_{i} Q\left(\xi_{i}\right)\right)<\delta
$$

(H3) $f:(0,1)_{\mathbb{T}} \times(0,+\infty) \rightarrow[0,+\infty)$ is a continuous function and

$$
0<\int_{0}^{1} Q(s) f(s, w) \nabla s<+\infty
$$

Recently, some authors have proved the existence of positive solutions to boundary value problems on time scales; see for example [1, 2, 4, 9, 10, 11, 12, 13, 15, 17, 21, 22, 23, 24, 25, 30 and the references therein. However, very little work has been

[^0]done on the existence of positive solutions of singular dynamic boundary value problem on time scales [7, 8, 18, 19]. Other related results on singular ordinary differential equations and singular difference equations appear in 3, 16, 20, 26, 27, 28, 29.

We would like to mention the following results. DaCunha et al. 8] proved the existence results for the singular three point boundary value problem on time scales

$$
\begin{gathered}
y^{\Delta \Delta}+f(x, y)=0, \quad x \in(0,1]_{\mathbb{T}} \\
y(0)=0, \quad y(p)=y\left(\sigma^{2}(1)\right)
\end{gathered}
$$

where $p \in(0,1) \cap \mathbb{T}$ is fixed and $f(x, y)$ is singular at $y=0$ and possibly at $x=0$, $y=\infty$. Liang et al. [18] considered the singular two point dynamic eigenvalue problem on time scales

$$
\begin{aligned}
& {\left[\rho(t) x^{\Delta}(t)\right]^{\Delta}+\lambda m(t) f(t x(\sigma(t)))=0, \quad t \in[a, b]_{\mathbb{T}}} \\
& \alpha x(a)-\beta x^{\Delta}(a)=0, \quad \gamma x(\sigma(b))+\delta x^{\Delta}(\sigma(b))=0
\end{aligned}
$$

where $\rho(t)>0$ on $[a, \sigma(b)]$, such that both the delta derivative of $\rho(t)$ and the integral $\int_{a}^{\rho(b)}(1 / \rho(\tau)) \Delta \tau$ exist, $m(\cdot)$ and $f(\cdot, \cdot)$ are given functions, $\alpha, \beta, \gamma, \delta \geq 0$, such that

$$
d:=\frac{\gamma \beta}{\rho(a)}+\frac{\alpha \delta}{\rho(\rho(b))}+\alpha \gamma \int_{a}^{\rho(b)} \frac{1}{\rho(\tau)} \Delta \tau>0
$$

Zhang and Wang [29] considered the existence and multiplicity of positive solutions to singular multi-point boundary value problem

$$
\begin{aligned}
& -\left(p(t) u^{\prime}(t)\right)^{\prime}+F(t, u(t))=0, \quad 0<t<1, \\
& u(0)=\sum_{j=1}^{m} a_{j} u\left(x_{j}\right), \quad w(1)=\sum_{j=1}^{m} b_{j} w\left(x_{j}\right),
\end{aligned}
$$

where $w(t):=p(t) u^{\prime}(t), a_{j} b_{j} \in[0,+\infty)$ with $0<\sum_{j=1}^{m} a_{j}<1$ and $\sum_{j=1}^{m} b_{j}<$ $1, x_{j} \in(0,1)$ with $0<x_{1}<x_{2}<\cdots<x_{m}<1$, under certain conditions on $p$ and $F$. The arguments were based upon the positivity of the Green's function and Krasnosel'skii fixed point theorem.

Motivated by [8, 18, 29, 19, in this article, we study the existence of positive solutions for a singular multi-point dynamic eigenvalue problem on time scales. We allow $f(t, w)$ to be singular at $t=0$ and $w=0$. We find eigenvalue intervals in which there exists at least one positive solution of problem 1.1 - 1.2 by making use of the fixed point index theory. The construction of a new Green's function and its positivity are important to our discussion.

This article is organized as follows. In Section 2, we construct the Green's function and give some lemmas based on the positivity of the Green's function. In Section 3, we find eigenvalue intervals in which there exists at least one positive solution of problem (1.1)-(1.2). In Section 4, we study the existence of positive solutions to boundary value problem $\sqrt{1.1}-(\sqrt{1.2}$ with $\lambda=1$. Finally, in section 5 , we give two examples to illustrate our existence theorems.

## 2. Green's function and some lemmas

Lemma 2.1. Let $h:(0,1)_{\mathbb{T}} \rightarrow[0,+\infty)$ be continuous and satisfy

$$
0<\int_{0}^{1} Q(s) h(s) \nabla s<+\infty
$$

Let

$$
Q(t):=\int_{0}^{t} \frac{1}{p(s)} \Delta s, \quad y(t):=Q(t) \int_{t}^{1} h(s) \nabla s, \quad t \in[0,1]_{\mathbb{T}}
$$

where the function $p(t)$ is a nonnegative measurable on $(0,1]_{\mathbb{T}}$. Then $y(0):=$ $\lim _{t \rightarrow 0^{+}} y(t)=0$.
Proof. If $\int_{0}^{1} h(s) \nabla s<+\infty$, then the lemma is clearly true. We now assume that $\int_{0}^{1} h(s) \nabla s=+\infty$. In this case, the function $y(t)$ can be written in the form

$$
\begin{aligned}
y(t) & =\int_{t}^{1} Q(s) h(s) \nabla s-\int_{t}^{1}(Q(s)-Q(t)) h(s) \nabla s \\
& =\int_{0}^{1} H(s-t) Q(s) h(s) \nabla s-\int_{0}^{1} H(s-t)(Q(s)-Q(t)) h(s) \nabla s
\end{aligned}
$$

for all $t \in(0,1]_{\mathbb{T}}$, where $H(t)$ is the Heaviside function, i.e., $H(s)=1$, for $s>0$ and $H(s)=0$, for $s \leq 0$. Let

$$
f_{n}(s)=H\left(s-t_{n}\right) Q(s) h(s), \quad g_{n}(s)=H\left(s-t_{n}\right)\left(Q(s)-Q\left(t_{n}\right)\right) h(s), \quad s \in[0,1]_{\mathbb{T}}
$$ where $t_{n}$ is an arbitrary decreasing sequence that approaches 0 as $n \rightarrow \infty$. Then

$$
\lim _{n \rightarrow \infty} f_{n}(s)=\lim _{n \rightarrow \infty} g_{n}(s)=Q(s) h(s)
$$

Applying the Levi monotone convergence theorem or the Lebesgue dominated convergence theorem, we have

$$
\begin{aligned}
y(0) & =\lim _{t \rightarrow 0^{+}} y(t)=\lim _{n \rightarrow \infty} \int_{0}^{1} f_{n}(s) \nabla s-\lim _{n \rightarrow \infty} \int_{0}^{1} g_{n}(s) \nabla s \\
& =\int_{0}^{1} \lim _{n \rightarrow \infty} f_{n}(s) \nabla s-\int_{0}^{1} \lim _{n \rightarrow \infty} g_{n}(s) \nabla s \\
& =\int_{0}^{1} Q(s) h(s) \nabla s-\int_{0}^{1} Q(s) h(s) \nabla s=0
\end{aligned}
$$

This completes the proof.
Lemma 2.2. Let the assumptions of Lemma 2.1 be satisfied. Then the boundaryvalue problem

$$
\begin{gather*}
\left(p(t) u^{\Delta}(t)\right)^{\nabla}+h(t)=0, \quad t \in(0,1]_{\mathbb{T}}  \tag{2.1}\\
\alpha u(0)-\beta p(0) u^{\Delta}(0)=\sum_{i=1}^{m-2} a_{i} u\left(\xi_{i}\right), \quad \gamma u(1)+\delta p(1) u^{\Delta}(1)=\sum_{i=1}^{m-2} b_{i} u\left(\xi_{i}\right) \tag{2.2}
\end{gather*}
$$

has a unique solution given by

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, s) h(s) \nabla s, \quad t \in[0,1]_{\mathbb{T}} \tag{2.3}
\end{equation*}
$$

Here the Green's function is defined by

$$
\begin{aligned}
G(t, s):= & D(t, s)+\frac{1}{d}\left[\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} b_{i}-\gamma\right)\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)\right. \\
& \left.+\sum_{i=1}^{m-2} b_{i} D\left(\xi_{i}, s\right)-\gamma Q(s)\right]\left[\frac{\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)}{\alpha-\sum_{i=1}^{m-2} a_{i}}+Q(t)\right]
\end{aligned}
$$

$$
+\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)
$$

where

$$
\begin{aligned}
D(t, s) & :=\min \{Q(t), Q(s)\}, \\
d & =\gamma Q(1)+\delta-\sum_{i=1}^{m-2} b_{i} Q\left(\xi_{i}\right)+\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\gamma-\sum_{i=1}^{m-2} b_{i}\right)\left(\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)\right) .
\end{aligned}
$$

Proof. We suppose that $C_{1}$ and $C_{2}$ are arbitrary constants. Let

$$
\begin{align*}
u(t) & :=\int_{0}^{t} Q(s) h(s) \nabla s+\int_{t}^{1} Q(t) h(s) \nabla s+C_{1} Q(t)+C_{2} \\
& =\int_{0}^{1} D(t, s) h(s) \nabla s+C_{1} Q(t)+C_{2}, \quad t \in[0,1]_{\mathbb{T}} \tag{2.4}
\end{align*}
$$

Then we have

$$
\begin{align*}
u^{\Delta}(t)= & \left(\int_{0}^{t} Q(s) h(s) \nabla s+\int_{t}^{1} Q(t) h(s) \nabla s+C_{1} Q(t)+C_{2}\right)^{\Delta} \\
= & \left(\int_{0}^{t} Q(s) h(s) \nabla s+C_{2}\right)^{\Delta}+\left(Q(t) \int_{t}^{1} h(s) \nabla s\right)^{\Delta}+C_{1} Q^{\Delta}(t) \\
= & \left(\int_{0}^{t} Q(s) h(s) \nabla s\right)^{\Delta}+Q(\sigma(t))\left(\int_{t}^{1} h(s) \nabla s\right)^{\Delta} \\
& +Q^{\Delta}(t) \int_{t}^{1} h(s) \nabla s+\frac{C_{1}}{p(t)} \\
= & Q(\sigma(t)) h(\sigma(t))-Q(\sigma(t)) h(\sigma(t)) \\
& +\frac{1}{p(t)} \int_{t}^{1} h(s) \nabla s+\frac{C_{1}}{p(t)}, \quad t \in(0,1]_{\mathbb{T}} \\
= & \frac{1}{p(t)} \int_{t}^{1} h(s) \nabla s+\frac{C_{1}}{p(t)}, \quad t \in(0,1]_{\mathbb{T}} \tag{2.5}
\end{align*}
$$

where we used the delta derivative product rule, and

$$
\begin{equation*}
p(t) u^{\Delta}(t)=\int_{t}^{1} h(s) \nabla s+C_{1}, \quad t \in(0,1]_{\mathbb{T}} \tag{2.6}
\end{equation*}
$$

Hence

$$
\begin{align*}
\left(p(t) u^{\Delta}(t)\right)^{\nabla} & =\left(\int_{t}^{1} h(s) \nabla s+C_{1}\right)^{\nabla} \\
& =\left(-\int_{1}^{t} h(s) \nabla s\right)^{\nabla}=-h(t), \quad t \in(0,1]_{\mathbb{T}} \tag{2.7}
\end{align*}
$$

which shows that the function $u(t)$ defined by $(\sqrt{2.4})$ is a general solution of (2.7).
We are going to find a solution to problem 2.1) and 2.2. From (2.2), 2.4-2.6) and (H2), we find the system of two equations

$$
\alpha C_{2}-\beta \int_{0}^{1} h(s) \nabla s-\beta C_{1}
$$

$$
\begin{aligned}
& =C_{2} \sum_{i=1}^{m-2} a_{i}+C_{1} \sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)+\sum_{i=1}^{m-2} a_{i} \int_{0}^{1} D\left(\xi_{i}, s\right) h(s) \nabla s \\
& \gamma C_{2}+\gamma C_{1} Q(1)+\gamma \int_{0}^{1} Q(s) h(s) \nabla s+\delta C_{1} \\
& =C_{2} \sum_{i=1}^{m-2} b_{i}+C_{1} \sum_{i=1}^{m-2} b_{i} Q\left(\xi_{i}\right)+\sum_{i=1}^{m-2} b_{i} \int_{0}^{1} D\left(\xi_{i}, s\right) h(s) \nabla s
\end{aligned}
$$

Rearranging these equations, we have

$$
\begin{aligned}
& \left(\alpha-\sum_{i=1}^{m-2} a_{i}\right) C_{2} \\
& =C_{1}\left(\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)\right)+\sum_{i=1}^{m-2} a_{i} \int_{0}^{1} D\left(\xi_{i}, s\right) h(s) \nabla s+\beta \int_{0}^{1} h(s) \nabla s \\
& \left(\gamma Q(1)+\delta-\sum_{i=1}^{m-2} b_{i} Q\left(\xi_{i}\right)\right) C_{1} \\
& =\sum_{i=1}^{m-2} b_{i} \int_{0}^{1} D\left(\xi_{i}, s\right) h(s) \nabla s+C_{2} \sum_{i=1}^{m-2} b_{i}-\gamma C_{2}-\gamma \int_{0}^{1} Q(s) h(s) \nabla s .
\end{aligned}
$$

Solving for $C_{1}$ and $C_{2}$ yields

$$
\begin{aligned}
C_{1}= & \int_{0}^{1} \frac{1}{d}\left\{\frac{\sum_{i=1}^{m-2} b_{i}}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)+\sum_{i=1}^{m-2} b_{i} D\left(\xi_{i}, s\right)\right. \\
& \left.-\frac{\gamma}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)-\gamma Q(s)\right\} h(s) \nabla s
\end{aligned}
$$

and

$$
\begin{aligned}
C_{2}= & \int_{0}^{1}\left\{\frac { 1 } { \alpha - \sum _ { i = 1 } ^ { m - 2 } a _ { i } } \left(\frac { 1 } { d } \left\{\frac{\sum_{i=1}^{m-2} b_{i}}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)+\sum_{i=1}^{m-2} b_{i} D\left(\xi_{i}, s\right)\right.\right.\right. \\
& \left.\left.-\frac{\gamma}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)-\gamma Q(s)\right\}\right)\left(\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)\right) \\
& \left.+\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)\right\} h(s) \nabla s .
\end{aligned}
$$

Substituting $C_{1}$ and $C_{2}$ in 2.4, we find that

$$
u(t)=\int_{0}^{1} G(t, s) h(s) \nabla s, \quad t \in[0,1]_{\mathbb{T}}
$$

where $G(t, s)$ is defined as in Lemma 2.2 Clearly, the constants $C_{1}$ and $C_{2}$ are uniquely determined by the boundary conditions, the function $u$ is a unique solution to problem 2.1 and 2.2.

We discuss the positivity of $G(t, s)$. It is clear that

$$
\begin{equation*}
G(t, s)>0, \quad(t, s) \in[0,1]_{\mathbb{T}} \times(0,1]_{\mathbb{T}} \tag{2.8}
\end{equation*}
$$

Lemma 2.3. The unique solution $u$ of problem 2.1) and 2.2 satisfies

$$
\eta u(1) \leq u(0) \leq u(t) \leq u(1), \quad t \in[0,1]_{\mathbb{T}},
$$

where

$$
\eta:=\inf \left\{\frac{G(0, s)}{G(1, s)}: \quad s \in(0,1]_{\mathbb{T}}\right\}>0
$$

Proof. From Lemma 2.2 we know that

$$
u(t)=\int_{0}^{1} G(t, s) h(s) \nabla s, \quad t \in[0,1]_{\mathbb{T}},
$$

where $G(t, s)$ is defined as in Lemma 2.2 and satisfies 2.8. From 2.5, we know that

$$
u^{\Delta}(t)=\frac{1}{p(t)} \int_{t}^{1} h(s) \nabla s+\frac{C_{1}}{p(t)} \geq 0, \quad t \in(0,1]_{\mathbb{T}}
$$

therefore $u(0) \leq u(t) \leq u(1)$ on $[0,1]_{\mathbb{T}}$. Note that

$$
\begin{aligned}
G(0, s)= & \frac{1}{d}\left(\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} b_{i}-\gamma\right)\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)\right. \\
& \left.+\sum_{i=1}^{m-2} b_{i} D\left(\xi_{i}, s\right)-\gamma Q(s)\right)\left(\frac{\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)}{\alpha-\sum_{i=1}^{m-2} a_{i}}\right) \\
& +\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)
\end{aligned}
$$

and

$$
\begin{aligned}
G(1, s)= & Q(s)+\frac{1}{d}\left(\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} b_{i}-\gamma\right)\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right)\right. \\
& \left.+\sum_{i=1}^{m-2} b_{i} D\left(\xi_{i}, s\right)-\gamma Q(s)\right)\left(\frac{\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)}{\alpha-\sum_{i=1}^{m-2} a_{i}}+Q(1)\right) \\
& +\frac{1}{\alpha-\sum_{i=1}^{m-2} a_{i}}\left(\sum_{i=1}^{m-2} a_{i} D\left(\xi_{i}, s\right)+\beta\right) .
\end{aligned}
$$

It is clear that $G(0, s)<G(1, s), s \in(0,1]_{\mathbb{T}}$. We obtain

$$
0<\eta \leq \frac{G(0, s)}{G(1, s)}<1
$$

where

$$
\eta:=\inf \left\{\frac{G(0, s)}{G(1, s)}: \quad s \in(0,1]_{\mathbb{T}}\right\}
$$

As a result, we have

$$
\eta u(1)=\int_{0}^{1} \eta G(1, s) h(s) \nabla s \leq \int_{0}^{1} G(0, s) h(s) \nabla s=u(0)
$$

Let $E=C[0,1]_{\mathbb{T}}$ be a Banach space equipped with the supremum norm and

$$
P:=\left\{u \in E: \eta\|u\| \leq u(t), \quad t \in[0,1]_{\mathbb{T}}\right\},
$$

where $\eta>0$ is given by Lemma 2.3. Then $P$ is a cone in $E$. For $u \in P$, we define

$$
\begin{equation*}
(A u)(t)=\lambda \int_{0}^{1} G(t, s) f^{*}(s, u(s)) \nabla s, \quad \forall u \in P, \quad 0<\lambda \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{*}(t, w):=f(t, \max \{w, \eta \tau\}) \tag{2.10}
\end{equation*}
$$

Here $\tau$ is a small positive number to be determined. Note that $f^{*}$ has effectively "removed the singularity" in $f(t, w)$ at $w=0$, therefore $A u$ is well defined.

By Lemma 2.3. we have for each fixed $u \in P$,

$$
\begin{gather*}
\|A u\|=(A u)(1)=\lambda \int_{0}^{1} G(1, s) f^{*}(s, u(s)) \nabla s  \tag{2.11}\\
\eta\|A u\| \leq \lambda \int_{0}^{1} G(0, s) f^{*}(s, u(s)) \nabla s=(A u)(0) \leq(A u)(t), \quad \forall t \in[0,1]_{\mathbb{T}} \tag{2.12}
\end{gather*}
$$

Therefore, $A: P \rightarrow P$. Additionally, it is easy to check that $A$ is a completely continuous mapping.

Theorem $2.4(\boxed{14})$. Let $P$ be a cone in a Banach space $E, \Omega \subset E$ a bounded open set, $0 \in \Omega$, and $A: P \cap \bar{\Omega} \rightarrow P$ a completely continuous operator.
(A1) If $A x=\mu x, x \in P \cap \partial \Omega \Rightarrow \mu<1$, then the fixed point index $i(A, P \cap \Omega, P)=$ 1.
(A2) If there exists $y \in P, y \neq 0$, such that $x-A x \neq v y$, for all $x \in P \cap \partial \Omega$, $0 \leq v$, then the fixed point index $i(A, P \cap \Omega, P)=0$.
3. Positive solutions to eigenvalue problems 1.1-1.2

For an arbitrary constant r, we let $\Omega_{r}=\{u \in E:\|u\|<r\}$. Then

$$
\begin{gathered}
\partial \Omega_{r}=\{u \in E:\|u\|=r\}, \\
M_{1}(x):=\min _{w \in[\eta x, x]} \int_{0}^{1} G(1, s) f(s, w) \nabla s, \quad x>0, \\
M_{2}(x):=\min _{w \in[\eta x, x]} \int_{0}^{1} G(0, s) f(s, w) \nabla s, \quad x>0, \\
M_{3}(x):=\max _{w \in[\eta x, x]} \int_{0}^{1} G(0, s) f(s, w) \nabla s, \quad x>0 \\
M_{4}(x):=\max _{w \in[\eta x, x]} \int_{0}^{1} G(1, s) f(s, w) \nabla s, \quad x>0 .
\end{gathered}
$$

For eigenvalue problem (1.1)-(1.2), we have the following existence theorems for positive solutions.

Theorem 3.1. Suppose that (H1)-(H3) hold. If $f_{M_{4}}^{0}:=\lim _{x \rightarrow 0^{+}} M_{4}(x) / x$ and $f_{M_{1}}^{\infty}:=\lim _{x \rightarrow \infty} M_{1}(x) / x$ exist and $0<f_{M_{4}}^{0}<f_{M_{1}}^{\infty}$, then problem 1.1)-1.2 has at least one positive solution $\frac{1}{f_{M_{1}}^{\infty}}<\lambda<\frac{1}{f_{M_{4}}^{0}}$.

Proof. Since $\lambda<1 / f_{M_{4}}^{0}$, we know that there exists $0<\tau$ where, for $\tau \geq x>0$,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s<\frac{x}{\lambda}, \quad \forall \eta x \leq w \leq x
$$

Therefore,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s<\frac{\tau}{\lambda}, \quad \forall \eta \tau \leq w \leq \tau
$$

We show that $A u=\mu u, u \in P \cap \partial \Omega_{\tau} \Rightarrow \mu<1$. From $u \in P \cap \partial \Omega_{\tau}$, we obtain $\|u\|=\tau$ and $\eta \tau \leq u(t) \leq \tau$ for all $t \in[0,1]_{\mathbb{T}}$. Thus,

$$
\begin{aligned}
\mu\|u\|=\|A u\| & =(A u)(1)=\lambda \int_{0}^{1} G(1, s) f^{*}(s, u(s)) \nabla s \\
& =\lambda \int_{0}^{1} G(1, s) f(s, u(s)) \nabla s \\
& <\lambda \frac{\tau}{\lambda}=\tau=\|u\|
\end{aligned}
$$

Therefore $\mu<1$. By Theorem 2.4 (A1) it follows that

$$
\begin{equation*}
i\left(A, P \cap \Omega_{\tau}, P\right)=1 \tag{3.1}
\end{equation*}
$$

Further, since $\frac{1}{f_{M_{1}}^{\infty}}<\lambda$, there exists $0<\tau<\rho$ where, for $\rho \leq x$,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s>\frac{x}{\lambda}, \quad \forall \eta x \leq w \leq x
$$

Therefore,

$$
\begin{equation*}
\int_{0}^{1} G(1, s) f(s, w) \nabla s>\frac{\rho}{\lambda}, \quad \forall \eta \rho \leq w \leq \rho \tag{3.2}
\end{equation*}
$$

Taking $y \equiv \rho$, we show that $x-A x \neq v y$ for all $x \in P \cap \partial \Omega_{\rho}, 0 \leq v$. Assume to the contrary that there exist $u_{0} \in P \cap \partial \Omega_{\rho}, 0 \leq v_{0}$ such that $u_{0}-A u_{0}=v_{0} \rho$. From (2.9)-2.12), (3.2), $\left\|u_{0}\right\|=\rho$ and $0<\eta \tau<\eta \rho \leq u_{0}(t) \leq \rho$ for all $t \in[0,1]_{\mathbb{T}}$, we have

$$
\begin{aligned}
u_{0}(1) & =\left(A u_{0}\right)(1)+v_{0} \rho \\
& =\lambda \int_{0}^{1} G(1, s) f^{*}\left(s, u_{0}(s)\right) \nabla s+v_{0} \rho \\
& =\lambda \int_{0}^{1} G(1, s) f\left(s, u_{0}(s)\right) \nabla s+v_{0} \rho \\
& >\rho+v_{0} \rho=\left(1+v_{0}\right) \rho=\left(1+v_{0}\right)\left\|u_{0}\right\| \\
& \geq\left\|u_{0}\right\|
\end{aligned}
$$

which is a contradiction.
By Theorem 2.4 (A2) we have

$$
\begin{equation*}
i\left(A, P \cap \Omega_{\rho}, P\right)=0 \tag{3.3}
\end{equation*}
$$

In view of (3.1), 3.3) with the fact that $\bar{\Omega}_{\tau} \subset \Omega_{\rho}$, we obtain

$$
\begin{equation*}
i\left(A, P \cap\left(\Omega_{\rho} \backslash \bar{\Omega}_{\tau}\right), P\right)=i\left(A, P \cap \Omega_{\rho}, P\right)-i\left(A, P \cap \Omega_{\tau}, P\right)=0-1=-1 \tag{3.4}
\end{equation*}
$$

By (3.4) and the fixed point index theory the operator $A$ has a fixed point $u \in$ $P \cap\left(\Omega_{\rho} \backslash \bar{\Omega}_{\tau}\right)$ with $\rho \geq\|u\| \geq \tau>0$, therefore $0<\eta \tau \leq \eta\|u\| \leq u(t)$ for all
$t \in[0,1]_{\mathbb{T}}$. This shows that the fixed point $u$ is a positive solution of 1.1$)-(1.2)$.
The proof is complete.
Corollary 3.2. Suppose that (H1)-(H3) hold. If $f_{M_{4}}^{0}:=\lim _{x \rightarrow 0^{+}} M_{4}(x) / x$ and $f_{M_{2}}^{\infty}:=\lim _{x \rightarrow \infty} M_{2}(x) / x$ exist and $0<f_{M_{4}}^{0}<f_{M_{2}}^{\infty}$, then problem (1.1)-1.2 has at least one positive solution $\frac{1}{f_{M_{2}}^{\infty}}<\lambda<\frac{1}{f_{M_{4}}^{0}}$.
Theorem 3.3. Suppose that (H1)-(H3) hold. If $f_{M_{4}}^{\infty}:=\lim _{x \rightarrow \infty} M_{4}(x) / x$ and $f_{M_{1}}^{0}:=\lim _{x \rightarrow 0^{+}} M_{1}(x) / x$ exist and $0<f_{M_{4}}^{\infty}<f_{M_{1}}^{0}$, then problem (1.1)-1.2) has at least one positive solution $\frac{1}{f_{M_{1}}^{0}}<\lambda<\frac{1}{f_{M_{4}}^{\infty}}$.

Proof. Since $\lambda>1 / f_{M_{1}}^{0}$, we know that there exists $0<\tau$ where, for $\tau \geq x>0$,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s>\frac{x}{\lambda}, \quad \forall \eta x \leq w \leq x
$$

Therefore,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s>\frac{\tau}{\lambda}, \quad \forall \eta \tau \leq w \leq \tau
$$

Since $\lambda<\frac{1}{f_{M_{4}}^{\infty}}$, there exists $0<\tau<\rho$ where, for $\rho \leq x$,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s<\frac{x}{\lambda}, \quad \forall \eta x \leq w \leq x
$$

Therefore,

$$
\int_{0}^{1} G(1, s) f(s, w) \nabla s<\frac{\rho}{\lambda}, \quad \forall \eta \rho \leq w \leq \rho
$$

In the same way as in the proof of Theorem 3.1, we have

$$
\begin{equation*}
i\left(A, P \cap\left(\Omega_{\rho} \backslash \bar{\Omega}_{\tau}\right), P\right)=i\left(A, P \cap \Omega_{\rho}, P\right)-i\left(A, P \cap \Omega_{\tau}, P\right)=1-0=1 \tag{3.5}
\end{equation*}
$$

By (3.5) and the fixed point index theory, the operator $A$ has a fixed point $u \in$ $P \cap\left(\Omega_{\rho} \backslash \bar{\Omega}_{\tau}\right)$ with $\rho \geq\|u\| \geq \tau>0$, therefore $0<\eta \tau \leq \eta\|u\| \leq u(t)$ for all $t \in[0,1]_{\mathbb{T}}$. This shows that the fixed point $u$ is a positive solution of problem (1.1)-(1.2). The proof is complete.

Corollary 3.4. Suppose that (H1)-(H3) hold. If $f_{M_{4}}^{\infty}:=\lim _{x \rightarrow \infty} M_{4}(x) / x$ and $f_{M_{2}}^{0}:=\lim _{x \rightarrow 0^{+}} M_{2}(x) / x$ exist and $f_{M_{2}}^{0}>f_{M_{4}}^{\infty}>0$, then problem (1.1)-(1.2) has at least one positive solution provided $\frac{1}{f_{M_{2}}^{0}}<\lambda<\frac{1}{f_{M_{4}}^{\infty}}$.
4. Eigenvalue problem $1.1-1.2$ for $\lambda=1$

Theorem 4.1. Suppose that (H1)-(H3) hold. If $f(t, w)$ satisfies $f_{M_{4}}^{\infty}<1<f_{M_{1}}^{0}$, then boundary value problem (1.1)-(1.2) has at least one positive solution.

The above theorem is a special case of Theorem 3.3 when $\lambda=1$.
Corollary 4.2. Suppose that (H1)-(H3) hold. If $f(t, w)$ satisfies $f_{M_{4}}^{\infty}<1<f_{M_{2}}^{0}$, then the boundary value problem (1.1)-(1.2 has at least one positive solution.

Theorem 4.3. Suppose that (H1)-(H3) hold. Assume that $f(t, w)$ satisfies
(H4) $\frac{1}{\eta \int_{0}^{1} G(1, s) \nabla s}<\lim _{w \rightarrow 0^{+}} \frac{f(t, w)}{w} \leq \infty$, uniformly for $t \in(0,1]_{\mathbb{T}}$.
Then boundary value problem (1.1)-(1.2) has at least one positive solution.

Proof. By a method similar to that used to prove Theorem 3.3 with some alterations, we can complete this proof.

Corollary 4.4. Suppose that (H1)-(H3) hold. Assume that $f(t, w)$ satisfies
(H5) $\frac{1}{\eta \int_{0}^{1} G(0, s) \nabla s}<\lim _{w \rightarrow 0^{+}} \frac{f(t, w)}{w} \leq \infty$, uniformly for $t \in(0,1]_{\mathbb{T}}$.
Then boundary value problem (1.1)-(1.2) has at least one positive solution.

## 5. Examples

In this section, we illustrate our results with some examples.
Example 5.1. Let $\mathbb{T}=\{0\} \cup\left\{\frac{1}{2^{n}}: n \in \mathbb{N}_{0}\right\}$, where $\mathbb{N}_{0}$ denotes the set of nonnegative integers. Take $p(t) \equiv 1, \alpha=1, \gamma=-1 / 2, \delta=3, \beta=1 / 4, a_{1}=1 / 2, a_{2}=1 / 4$, $b_{1}=1 / 3, b_{2}=1 / 6, \xi_{1}=1 / 4, \xi_{2}=1 / 2$, and choose

$$
f(t, w)=\frac{1}{t}\left(\frac{w}{10}+\frac{1}{w}\right), \quad w>0 .
$$

We can see that $f(t, w)$ is singular at $t=0$ and $w=0$. Consider the boundary-value problem

$$
\begin{gather*}
u^{\Delta \nabla}(t)+\frac{1}{t}\left(\frac{u(t)}{10}+\frac{1}{u(t)}\right)=0, \quad t \in \mathbb{T},  \tag{5.1}\\
u(0)-\frac{1}{4} u^{\Delta}(0)=\frac{1}{2} u\left(\frac{1}{4}\right)+\frac{1}{4} u\left(\frac{1}{2}\right), \\
-\frac{1}{2} u(1)+3 u^{\Delta}(1)=\frac{1}{3} u\left(\frac{1}{4}\right)+\frac{1}{6} u\left(\frac{1}{2}\right) . \tag{5.2}
\end{gather*}
$$

It is easy to see by calculation that

$$
\sum_{i=1}^{2} a_{i}=\frac{3}{4}, \quad \sum_{i=1}^{2} b_{i}=\frac{1}{2}, \quad Q(t)=t, \quad \frac{\beta+\sum_{i=1}^{m-2} a_{i} Q\left(\xi_{i}\right)}{\alpha-\sum_{i=1}^{m-2} a_{i}}=2, \quad d=\frac{1}{3},
$$

therefore conditions (H1),(H2) and (H3) hold. By calculations we obtain

$$
\begin{aligned}
& G(0, s)= 6\left[2 \min \left\{\frac{1}{4}, s\right\}+\min \left\{\frac{1}{2}, s\right\}+1+\frac{1}{3} \min \left\{\frac{1}{4}, s\right\}\right. \\
&\left.+\frac{1}{6} \min \left\{\frac{1}{2}, s\right\}+\frac{1}{2} s\right]+4\left[\frac{1}{2} \min \left\{\frac{1}{4}, s\right\}+\frac{1}{4} \min \left\{\frac{1}{2}, s\right\}+\frac{1}{4}\right], \\
& G(0, s)= \begin{cases}27 s+7, & \text { for } 0 \leq s \leq \frac{1}{4} \\
\frac{33}{2}, & \text { for } s=\frac{1}{2} \\
18, & \text { for } s=1,\end{cases}
\end{aligned}
$$

and

$$
\begin{gathered}
G(1, s)=s+9\left[2 \min \left\{\frac{1}{4}, s\right\}+\min \left\{\frac{1}{2}, s\right\}+1+\frac{1}{3} \min \left\{\frac{1}{4}, s\right\}\right. \\
\left.+\frac{1}{6} \min \left\{\frac{1}{2}, s\right\}+\frac{1}{2} s\right]+4\left[\frac{1}{2} \min \left\{\frac{1}{4}, s\right\}+\frac{1}{4} \min \left\{\frac{1}{2}, s\right\}+\frac{1}{4}\right] \\
G(1, s)= \begin{cases}40 s+10, & \text { for } 0 \leq s \leq \frac{1}{4} \\
\frac{97}{4}, & \text { for } s=\frac{1}{2} \\
27, & \text { for } s=1\end{cases} \\
\eta=\inf _{s \in(0,1]}\left\{\frac{G(0, s)}{G(1, s)}\right\}=\frac{2}{3}
\end{gathered}
$$

Observe that $\frac{w}{10}+\frac{1}{w}$ is increasing when $w \geq \sqrt{10}$ and decreasing when $w \leq \sqrt{10}$.
For $x \geq \frac{\sqrt{10}}{\eta}$, we obtain

$$
\begin{aligned}
M_{4}(x) & =\max _{w \in[\eta x, x]} \int_{0}^{1} G(1, s) f(s, w) \nabla s \\
& =\max _{w \in[\eta x, x]} \int_{0}^{1} \frac{G(1, s)}{s}\left(\frac{w}{10}+\frac{1}{w}\right) \nabla s \\
& \leq\left(\frac{x}{10}+\frac{1}{x}\right) \int_{0}^{1} \frac{G(1, s)}{s} \nabla s \\
& =\frac{365}{8}\left(\frac{x}{10}+\frac{1}{x}\right)
\end{aligned}
$$

For $x \leq \sqrt{10}$, we obtain

$$
\begin{aligned}
M_{1}(x) & =\min _{w \in[\eta x, x]} \int_{0}^{1} G(1, s) f(s, w) \nabla s \\
& =\min _{w \in[\eta x, x]} \int_{0}^{1} \frac{G(1, s)}{s}\left(\frac{w}{10}+\frac{1}{w}\right) \nabla s \\
& \geq\left(\frac{x}{10}+\frac{1}{x}\right) \int_{0}^{1} \frac{G(1, s)}{s} \nabla s \\
& =\frac{365}{8}\left(\frac{x}{10}+\frac{1}{x}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
M_{2}(x) & =\min _{w \in[\eta x, x]} \int_{0}^{1} G(0, s) f(s, w) \nabla s \\
& =\min _{w \in[\eta x, x]} \int_{0}^{1} \frac{G(0, s)}{s}\left(\frac{w}{10}+\frac{1}{w}\right) \nabla s \\
& \geq\left(\frac{x}{10}+\frac{1}{x}\right) \int_{0}^{1} \frac{G(0, s)}{s} \nabla s \\
& =31\left(\frac{x}{10}+\frac{1}{x}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
f_{M_{4}}^{\infty} & :=\lim _{x \rightarrow \infty} \frac{M_{4}(x)}{x} \leq \frac{365}{8} \lim _{x \rightarrow \infty} \frac{x^{2}+10}{10 x^{2}}=\frac{365}{80} \\
f_{M_{1}}^{0} & :=\lim _{x \rightarrow 0^{+}} \frac{M_{1}(x)}{x} \geq \frac{365}{8} \lim _{x \rightarrow 0^{+}} \frac{x^{2}+10}{10 x^{2}}=\infty \\
f_{M_{2}}^{0} & :=\lim _{x \rightarrow 0^{+}} \frac{M_{2}(x)}{x} \geq 31 \lim _{x \rightarrow 0^{+}} \frac{x^{2}+10}{10 x^{2}}=\infty
\end{aligned}
$$

By Theorem 4.1 or Corollary 4.2, problem (5.1) and 5.2 have at least one positive solution.

Example 5.2. If we set

$$
f(t, w)=t\left(\frac{w}{10}+\frac{1}{w}\right), \quad w>0
$$

then $f(t, w)$ is singular at $w=0$. By example 5.1 and simple calculations, we have

$$
\begin{gathered}
\int_{0}^{1} G(1, s) \nabla s=20 \sum_{n=2}^{\infty} \frac{1}{4^{n}}+5+\frac{97}{16}+\frac{27}{2}=\frac{1259}{48} \\
\int_{0}^{1} G(0, s) \nabla s=\frac{27}{2} \sum_{n=2}^{\infty} \frac{1}{4^{n}}+\frac{7}{2}+\frac{33}{8}+9=\frac{71}{4}
\end{gathered}
$$

Thus,

$$
\frac{1}{\eta \int_{0}^{1} G(1, s) \nabla s}=\frac{72}{1259}<\lim _{w \rightarrow 0^{+}} \frac{f(t, w)}{w}=t \lim _{w \rightarrow 0^{+}} \frac{w^{2}+10}{10 w^{2}}=\infty
$$

uniformly for $t \in(0,1]_{\mathbb{T}}$;

$$
\frac{1}{\eta \int_{0}^{1} G(0, s) \nabla s}=\frac{6}{71}<\lim _{w \rightarrow 0^{+}} \frac{f(t, w)}{w}=\infty
$$

uniformly for $t \in(0,1]_{\mathbb{T}}$. By Theorem 4.3 or Corollary 4.4 , the singular boundary value problem

$$
\begin{gathered}
u^{\Delta \nabla}(t)+t\left(\frac{u(t)}{10}+\frac{1}{u(t)}\right)=0, \quad t \in \mathbb{T}, \\
u(0)-\frac{1}{4} u^{\Delta}(0)=\frac{1}{2} u\left(\frac{1}{4}\right)+\frac{1}{4} u\left(\frac{1}{2}\right), \quad-\frac{1}{2} u(1)+3 u^{\Delta}(1)=\frac{1}{3} u\left(\frac{1}{4}\right)+\frac{1}{6} u\left(\frac{1}{2}\right)
\end{gathered}
$$

has at least one positive solution.
Conclusion. In this article we have considered a singular multi-point dynamic eigenvalue problem on time scales. We have allowed $f(t, w)$ to be singular at $t=0$ and $w=0$. We have found eigenvalue intervals in which there exists at least one positive solution of problem (1.1)- $(1.2$. We have constructed the Green's function and have given some lemmas based on the positivity of the Green's function. Our results generalize and improve the results in [19. Moreover, we have given two examples to indicate just how our results differ from and generalize those in other recent papers.
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